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Abstract: Measuring of change is essential in medical research. However, these measurements may have different goals and, traditionally, the ability to measure change has focused on sensitivity in a statistical sense, whereas little attention has been directed to the appropriate interpretation and analysis of change indicators. The present report examines some of the most important issues involved in measuring change with pre and post-test data when ordinal scales are used, and the conceptual problems pertaining to the use of these scales are also discussed. It can be said that there is still no agreement about the most adequate strategy for assessing health status change in a group of subjects, what caused the introduction of many indicators, most of which variations of the ES (Effect size: the mean of change scores divided by the standard deviation of the baseline scores) concept. The adequate interpretation of change scores in these cases demands a high degree of knowledge about what these changes mean to specific sub-groups of patients, as well as detailed information on their situation at baseline, such as score distributions. Researchers should strive for interpretations that take into account what "change" means for different patients.
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INTRODUCTION

Measuring change is essential for scientific research [1]. However, these measurements may have different goals (Box 1); and, traditionally, the ability to measure change has focused on sensitivity in a statistical sense, whereas little attention has been directed to the appropriate interpretation and analysis of change indicators. In addition, many researchers do not realize that measurement problems, e.g. when ordinal variables are involved, are not completely settled in the literature [2-7].

The present report examines some of the most important issues involved in measuring change with pre and post-test data when ordinal scales are used. Some of the conceptual problems pertaining to the use of these scales are also discussed. More detailed reviews of the problems introduced by the use of ordinal scales may be found, for instance, in [4, 8-11].

MEASUREMENT OF CHANGE

The most basic strategy to measure change in an observational unit consists in determining two time points (pre or initial and post or final the intervention) and calculating the difference between X_initial and X_final. That difference is known as change score, and most measures of change are calculated by indicators that have mean change for the total group in their numerators and a measure of variability in their denominators. However, Liang [12] differentiates between sensitivity to change, (the ability to measure any degree of change) and responsiveness (the ability to measure clinically important change), and Terwee et al. [13] identified 25 operational definitions for the latter, based on the ability to detect clinically important change or to detect real change (change that takes into account a gold standard). Concerning the former, the most common approaches were: the Effect size (ES), the Standardized Response Mean (SRM) and the Guyatt’s responsiveness statistic [14] (Table 1).

ES is defined as the mean of change scores divided by the standard deviation of the baseline (initial) scores. The SRM and the ES are conceptually similar, so that the SRM is the mean change divided by standard deviation of the change scores. Finally, Guyatt’s responsiveness statistic, also a variant of the ES, is the Minimal Clinically Important Difference (MCID) divided by an estimate of the within-individual variability for subjects who are stable, in the case of two measurements (e.g., before and after an intervention) [15]. When the correlation between baseline and follow-up scores is equal to 0.5, ES equals SRM; when it is higher, SRM is greater than ES; and when it is lower, ES is higher than SRM [16].

SOME CONCEPTUAL ISSUES IN THE MEASUREMENT OF CHANGE

All three measures described above are usually interpreted considering the same benchmarks (0.2 or less: small, 0.5: moderate, and 0.8 or greater: large) [17]. As an example, the indexes above are presented with the help of a hypothetical study in which ten
patients with painful cancer disease were measured at two times (Table 2). The MCID was estimated considering the average change score among those patients rating some improvement minus the average change score among those patients rating no change [17]. The change value defined as clinically significant was 0.4. The results for each indicator are ES = 0.98; SRM = 1.14 and Guyatt’s = 0.09, and, thus, ES and SRM represent a change considered as large, while Guyatt’s indicates a small change.

However, Guyatt’s is strongly influenced by the definition of MCID, which may not be straightforward. For instance, “clinical importance” can be defined as “usual” improvement rates for a type of patients, as targets for improvement or as expected physiological changes. Ostelo et al. [15] identified a range of values in MCID from 1 to 4.5 (absolute values) in a study for pain with a Numerical Rating Scale (scoring range 0–10). In the “Table 2” example, if MCID were 4.5, Guyatt’s would then take the value 1.06 (even higher than 0.8). Therefore, the use of the same benchmarks under these circumstances actually indicates a confusion and lack of rigour in the measurement literature, introducing a strong possibility of result misinterpretation.

Two other important issues that influence the interpretation of change scores are the regression toward the mean and the measurement problem produced by the use of ordinal scales [14]. Regarding the first, subjects with high values at baseline (X_{Initial}) may migrate to lower values at (X_{Final}), while, conversely, subjects with low values migrate to higher values. Then, the movement of subjects may be interpreted as resulting from the intervention, when in fact it is related to the high correlation between change and baseline values. This is of especial concern when subjects are selected at baseline according to their scores. For instance, if subjects with high cholesterol levels start a treatment, some of them will move towards lower values (“the mean”) whatever the effect of the treatment. An option for dealing with this problem is the use of linear regression models to estimate the correlation between baseline and follow-up scores [18].

Concerning ordinal scales, their definition intrinsically implies that the distance between each class in the scale is not known, and the information thus produced is difficult to interpret and easy to misuse. The seminal work of Stevens [19] defined a typology of variables according to their measurement scales, classifying them as nominal, ordinal, interval, and ratio, an idea that stressed the relationship between measurement scales and adequate statistical methods. As a consequence of Stevens ideas, two groups of thought were created: the liberal (anti-Stevens) and the conservative (pro-Stevens). For the former, differences among the categories of the ordinal scale are the same, and mathematical operations are, therefore, possible. However, it is important to remember that the number of categories of the

### Table 1: Most Important Indexes for Measurement of Change [13]

<table>
<thead>
<tr>
<th>Measure</th>
<th>Defined as...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect size (ES)</td>
<td>[\text{Mean} (X_{Initial} - X_{Final}) / \sigma_{Baseline}]</td>
</tr>
<tr>
<td>Standardized response mean (SRM)</td>
<td>[\text{Mean} (X_{Initial} - X_{Final}) / \sigma_{Difference}]</td>
</tr>
<tr>
<td>Guyatt’s responsiveness statistic (GRS)</td>
<td>[MCID / \sqrt{2 * \text{MSE}_X}]</td>
</tr>
</tbody>
</table>

In this table, X represents the observed values, X_{Initial} the baseline values and X_{Final} the values after treatment, \sigma_{Baseline} is the standard deviation of baseline scores, \sigma_{Difference} the standard deviation of difference scores, \text{MCID} the minimally clinically important change and \text{MSE}_X the Mean Square Error of X obtained from an ANOVA.
analyzed variables should also be considered. It is reasonable to accept that, with a small number of labels, one should rather stay at the conservative (pro-Stevens) side, but, as the number of labels increases, the liberal (anti-Stevens) side becomes more and more appropriate."

As an example of the problems thus introduced, consider again the example on Table 2. Movement from 6 to 4 (patient 10) represent progress in pain management, and from 5 to 1 (patient 6) greater progress, but not necessarily twice as much progress, since a gain of 2 has a different meaning for patients with poor versus good baseline status. Therefore, the following questions may arise: what does a variation of 2 points in a pain evaluation scale mean? Do the results obtained with individuals 2 points above the minimum have the same interpretation, even if one knows that they began the study with different scores? Is a 5-point variation of an individual significantly different from the 7-point variation of another? How is it possible to establish a hypothesis of difference equal to zero, among consecutive measures, if the values are not numbers but numeric labels? It follows that in contrast to interval and ratio scales, ordinal numbers are at best symbols of “greater than” and “less than” quantities, and have even been called “non-numbers” [8].

CONCLUSION

Unbeknown to many researchers, there is still no agreement about the most adequate strategy for assessing health status change in a group of subjects. This situation caused the introduction of many indicators, both old and new [20], most of which are variations of the ES concept. Furthermore, change results that can be deemed “large” or “small” can be obtained simply by a convenient choice of indicator, and, at present, there is no consensus on the best method for estimating an index such as the MCID.

Additionally, ordinal scales offer a fast and inexpensive way to characterize complex phenomena, but they can be misleading. Adequate interpretation of change scores in the case when ordinal scales are used demands a high degree of knowledge about what these changes mean to specific sub-groups of patients, as well as detailed information on their situation at baseline, such as score distributions. One should keep in mind that researchers should strive for interpretations that take into account what “change” means for different patients.
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APPENDIX: SYMBOLS AND ABBREVIATIONS USED

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES</td>
<td>Effect size; the mean of change scores divided by the standard deviation of the baseline scores</td>
</tr>
</tbody>
</table>
SRM = Standardized Response Mean; the mean change divided by standard deviation of the change scores

MCID = Minimal Clinically Important Difference

X = measurement values

X\(_\text{initial}\) = baseline measurement values

X\(_\text{final}\) = values after treatment

\(\sigma\)\(_\text{Baseline}\) = standard deviation of baseline scores

\(\sigma\)\(_\text{Difference}\) = standard deviation of difference scores

MSEX = Mean Square Error of X obtained from an Analysis of Variance (ANOVA)
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