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Abstract: Today, markets are equipped with IT-based systems to facilitate the flow of information within markets and to 
provide useful information for producers and costumers. Therefore, real time decision making is a significant issue of IT 

environment for obtaining maximum profit in markets. A valuable tool for real time decision making are Decision Support 
Systems (DSSs). Here, we propose a DSS to identify a set of optimal markets for a producer. The producer aims to 
determine the markets that provide more profit for him via information systems of markets that analyze all transactions 

and prepare reports. Due to these reports the producer would decide about markets that provide the maximum profit. 
The effectiveness of the proposed integrated model is illustrated through numerical example. 
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1. INTRODUCTION 

Information Technology (IT) is a general term that 

describes any technology that helps to produce, 

manipulate, store, communicate, and/or disseminate 

information [1, 2]. Making decisions concerning 

complicated systems (e.g., the management of 

operations, industrial processes, or investment 

portfolios) often requires our cognitive capabilities. 

Even though individual interactions among a system's 

variables may be well understood, predicting how the 

system will react to an external agent such as a 

strategy decision is often difficult [3]. Factors such as 

additional wages, machine breakdown, maintenance 

breaks, raw material usage, supply logistics, and future 

demand also need to be considered, however, because 

they will all affect the total financial outcome of this 

decision [4]. Many variables are involved in complex 

and often subtle interdependencies, and predicting the 

total outcome may be daunting [5]. 

As a matter of fact, human intuitive judgment and 

decision making can be far from optimal, and it 

worsens with complexity and stress. In many situations, 

the quality of decisions is important; therefore, aiding 

the deficiencies of human judgment and decision 

making has been a major focus of science throughout 

history. Disciplines such as statistics, economics, and 

operations research developed different approaches for 

making rational choices [6]. More recently, these 

methods, often enhanced by various techniques 

ensued from information science, cognitive psychology,  
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and artificial intelligence, have been implemented in the 

form of computer programs, either as stand-alone tools 

or as integrated computing environments for complex 

decision making. Such environments are often entitled 

as decision support systems (DSSs) [7, 8]. The 

concept of DSS is extremely broad, and its definitions 

vary, depending on the author's point of view. To 

consider all of the existing types of DSSs, we define 

them roughly as interactive computer-based systems 

that aid users in judgment and choice activities. 

Another name sometimes used as a synonym for DSS 

is knowledge-based systems, which refers to their 

attempt to formalize domain knowledge so that it is 

amenable to mechanized reasoning [9]. Decision 

support systems can help human cognitive deficiencies 

by integrating various sources of information, providing 

intelligent access to required knowledge, and aiding the 

process of structuring decisions [10]. They can also 

support choice among well-defined alternatives and 

build on formal approaches, such as the methods of 

engineering economics, operations research, statistics, 

and decision theory [11]. They can also employ artificial 

intelligence methods to heuristically address problems 

that are intractable by common techniques. Proper 

application of decision-making tools increases 

productivity, efficiency, and effectiveness, and gives 

many businesses a comparative advantage over their 

competitors, allowing them to make optimal choices for 

technological processes and their parameters, planning 

business operations, logistics, or investments.  

The remainder of the work is as follows. Next, 

literature review is presented. In Section 3, the problem 

is described. Section 4 provides the proposed DSS 

structure and formulations. An illustrative example is 

given in Section 5. We conclude in Section 6. 
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2. LITERATURE REVIEW 

The new business environment is characterized by 

unpredictability, complexity, and changes [12]. This is 

especially the case with the development of new 

technologies and increasing competition on the 

Internet. Easier access to information for customers 

and the increasing dynamism of the environment have 

transformed the basis of competitiveness and have led 

to a revolution in marketing and management tools 

[13]. In order to deal with these new situations, one of 

the most critical elements for firms is the ability to set 

and manage pricing strategies, especially for 

companies active in highly dynamic and “hyper-

competitive” industries [14]. 

The catalyst for entry success of the high-tech 

industry in emerging market has received attention in 

international business, where many researchers 

underline the critical role of firm competencies to 

enhance entry success. Further, existing studies have 

discussed the types of competencies needed but only 

in a limited scope. Subramaniam and Venkrataman 

[15] highlighted new product development (NPD) and 

innovation, others are exploring marketing [16, 17], or 

business networks [18-20]. Broader studies are 

simultaneously observing NPD and marketing [21- 23], 

investigating business networks and product process 

innovation [24, 25], or exploring networking and 

marketing [26, 27]. From these studies, we find that 

researchers concern with the roles of networking, NPD, 

and marketing, and also find that these competencies 

are indirectly related [28]. 

In the past decades there has been a growing 

interest in investigating the relation between a firm's 

market orientation and innovation [29]. Though a 

significant amount of research has revealed a positive 

relation between market orientation (MO) and firm 

performance [30], other research suggests that the 

effect of MO on performance is not direct, but instead is 

via innovation [30]. A review of the extant literature that 

examines the relation between MO and innovation also 

reveals a cultural bias towards more economically 

developed countries and Western individualistic 

cultures [31]. Grinstein's [32] meta-analysis, for 

example, suggests that more than 80% of the studies 

were based on samples from developed countries, 

mostly Western individualistic societies. Given that MO 

is regarded as a form of organizational culture, which is 

often shaped by national cultures, there is a need to 

integrate MO and innovation research with underlying 

cultural factors. Indeed, the theories about corporate 

culture and innovation that have evolved in the context 

of Western cultural values and institutions may not 

readily apply to other cultures. It is important to 

examine the relation between MO and innovation in 

non-Western settings. 

3. PROBLEM DESCRIPTION 

One of the most important issues of the firms 

produce multiple types of products (e.g., diary, 

agricultural, etc), is finding the target markets. 

Producers aim to find the markets maximizing their 

profit. In this work, we propose a decision support 

system regarding to producer behavior. A producer 

should choose the best set of markets amongst the 

existingones. The producer confronts with different 

markets in different geographical locations and with 

different environmental conditions. The decision here is 

to determine a set of products for each market 

maximizing the profit. Let’s assume markets demand 

for a same group of products (for instance, diary) are 

listed in one stage. Thus, several stages are formed 

due to several product types. 

In each stage, the producer chooses a market and 

after satisfying this market based on demand analysis, 

decides about the next market. The procedure 

continues till the last market. In each market, the 

producer sells a group of products, but not all kinds of 

products. Therefore, demands for some types of the 

products exist in one set of the markets and for other 

types of products in other sets of markets. The aim is to 

find the sets of the markets for each group of the 

products so that to maximize the profit of the producer. 

To simplify the proposed problem, we consider a 

network in which markets are in stages. Each stage 

indicates the markets that demand for a same group of 

products. The aim of the producer is to supply a market 

that maximizes the profit. In each stage the procedure 

repeated till the last stage. Now, the query is how to 

choose a market in a stage with maximum profit. The 

tool which helps choosing the market with maximum 

profit is a decision support system (DSS). The 

proposed DSS, functions based on the producer 

behavior. Regarding to the information flow amongst 

markets, the DSS uses the information and analyzes 

them. For each market the DSS facilitates the decision 

making for the producer. The DSS computes the profit 

of the producer for each market in each stage. The 

computations are reported to the producer, and by the 

aid of the DSS, producer chooses the best market 

which maximizes his profit. The configuration of the 

proposed market network is presented in Figure 1. 
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The assumptions employed in our work are as 

follows: 

• The markets can be differentiated 

• The products can be divided into several sets 

• Markets in a same stage demand for a same 

group of products 

• Only profit maximization is considered as a 

decision for producers 

In the next section, the structure of the proposed 

DSS is described with details. 

4. THE PROPOSED DSS 

As stated before, the DSS functions as a decision 

aid for the producer to find the markets maximizing his 

profit. The basis of the proposed DSS is producer 

behavior theory. Using the market information flow, a 

real time decision making in any instances takes place. 

In any markets, different information is reported due to 

fluctuations in supply and demand. The fluctuations 

affect the prices and the amount of products to be 

supplied. The aforementioned information is 

considered as input of the proposed DSS and after an 

analysis layer, the output will be the total expected 

profit. The analysis layer is based on profit 

maximization in producer behavior theory.  

The analysis layer functions as an optimization tool 

in producer behavior theory. Obviously, profit is the 

difference between total revenue and total expenses. 

The notations of profit maximization model are as 

follows: 

Index:  

j Counter for products; j=1,2,…,m 

Parameters: 

pj Price of product j
th
 

qj Quantity of product j
th
 

rj Cost for input j
th
 

xj Quantity of input j
th
 

F Function 

The mathematical model for profit: 

 

Max     = pjqj
j=1

m

rj x j = pjqj
i=1

m

rjF(q1 ,...,q j )
j=1

m

i=1

m

     (1) 

where xj s are the function of the quantities of the 

outputs F(q1 ,...,q j ) . To solve the profit maximization 

problem of a producer who desires to maximize the 
profit from the above equation, we set the partial 
derivatives equal to zero (first order conditions): 

q1
= p1 r1 f1 = 0 ,          (2) 

q2
= p2 r2 f2 = 0 ,         (3) 

qj
= pj rj f j = 0 .          (4) 

where fj is the Marginal Productivity (MP):  
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Figure 1: The configuration of the proposed market network. 
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f j =
x j
qj

.           (5) 

Moving the price terms to the right and dividing by 

marginal productivity, rj =
pj
f j

, or substituting the MP 

formulae:  

rj = pj
qj
x j

.            (6) 

The value of MP of xj for the production of each 

output must be equated to the price of xj. The producer 

could increase the profit by increasing the employment 

of xj if its return in the production of any products 

exceeded its costs. For more in-depth analysis, we 

investigate second order conditions which require, 

 

r1 f11 r1 f12    ... r1 f1 j
r2 f21 r2 f22    ... r2 f2 j

                    ....

rj f j1 rj f j2    ... rj f jj

> 0 ,         (7) 

While rj is positive, the second order conditions 

imply that the marginal productivity of each output must 

be increasing. When both first and second order 

conditions are satisfied, the profit is maximized. As a 

result, the amounts of profits in any markets are 

gained. Now, we have to select the set of markets 

which provide more integrated profit.  

As stated above, the fluctuations in supply and 

demand cause dynamic structure of prices. To consider 

these dynamisms, we apply artificial neural network 

[33]. A comprehensive description about neural 

networks and the applied approach is presented in next 

section. 

4.1. Artificial Neural Network 

An artificial neural network (ANN), usually called 

"neural network" (NN), is a mathematical model or 

computational model based on biological neural 

networks [34]. It consists of an interconnected group of 

artificial neurons and processes information using a 

connectionist approach to computation. In most cases 

an ANN is an adaptive system that changes its 

structure based on external or internal information that 

flows through the network during the learning phase. In 

more practical terms neural networks are non-linear 

statistical data modeling tools. They can be used to 

model complex relationships between inputs and 

outputs or to find patterns in data. One type of 

representation in neural network is component based 

representation. This kind of more general 

representation is used by some neural network 

software [35]. 

There is no precise agreed-upon definition among 

researchers as to what a neural network is, but most 

would agree that it involves a network of simple 

processing elements (neurons), which can exhibit 

complex global behavior, determined by the 

connections between the processing elements and 

element parameters [36]. The original inspiration for the 

technique was from examination of the central nervous 

system and the neurons (and their axons, dendrites 

and synapses) which constitute one of its most 

significant information processing elements. In a neural 

network model, simple nodes (called variously 

"neurons", "neurodes", "PEs" (“processing elements”) 

or "units") are connected together to configure a 

network of nodes - hence the term ”neural network”. 

While a neural network does not have to be adaptive, 

its practical use comes with algorithms designed to 

alter the strength (weights) of the connections in the 

network to produce a desired signal flow [37]. 

Neural network models in artificial intelligence are 
usually referred to as artificial neural networks (ANNs); 
these are essentially simple mathematical models 
defining a function, f : X Y . Each type of ANN 

model corresponds to a class of such functions. 

The word network in the term 'artificial neural 
network' arises because the function f(x) is defined as 
a composition of other functions gi(x), which can further 
be defined as a composition of other functions. This 
can be conveniently represented as a network 
structure, with arrows depicting the dependencies 
between variables. A widely used type of composition 
is the nonlinear weighted sum, where 

f (x) = K( wigi (x))
i

, where K is some predefined 

function, such as the hyperbolic tangent. It will be 
convenient for the following to refer to a collection of 

functions gi as simply a vector g = (g1 ,g2 ,...,gn ) . 

Considering the multi layer organization of our data that 
are the prices, we apply a multilayer perceptron neural 
network.  

4.1.1. Multilayer Perceptron 

A multilayer perceptron is a feed forward artificial 

neural network model that maps sets of input data onto 

a set of appropriate output. It is a modification of the 

standard linear perceptron in that it uses three or more 

layers of neurons (nodes) with nonlinear activation 
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functions, and is more powerful than the perceptron in 

that it can distinguish data that is not linearly separable, 

or separable by a hyperplane. If a multilayer perceptron 

consists of a linear activation function in all neurons, 

that is, a simple on-off mechanism to determine 

whether or not a neuron fires, then it is easily proved 

with linear algebra that any number of layers can be 

reduced to the standard two-layer input-output model. 

What makes a multilayer perceptron different is that 

each neuron uses a nonlinear activation function which 

was developed to model the frequency of action 

potentials, or firing, of biological neurons in the brain. 

This function is modeled in several ways, but must 

always be normalizable and differentiable. The 

multilayer perceptron consists of an input and an output 

layer with one or more hidden layers of nonlinearly-

activating nodes. Each node in one layer connects with 

a certain weight wijto every other node in the following 

layer. Learning occurs in the perceptron by changing 

connection weights (or synaptic weights) after each 

piece of data is processed, based on the amount of 

error in the output compared to the expected result. 

This is an example of supervised learning, and is 

carried out through back propagation, a generalization 

of the least mean squares algorithm in the linear 

perceptron. 

The inputs of the MLP are the prices of previous 

periods and the outputs are again the prices of the 

products. The difference between these two types of 

prices is: 

the input is the price based on which the producer 

set an amount of the products to send to the markets; 

but the output are the prices that the producer obtains 

for his products, i.e. during the process of analyzing the 

prices in markets and deciding to send the products 

ensue a change in prices in dynamic markets. After a 

training period, the required equations for future 

applications are achieved. Hence, the proposed MLP 

helps to consider fluctuations in prices and also it is a 

useful approach for this concept. 

5. ILLUSTRATIVE EXAMPLE 

To illustrate the validity of the proposed model, an 

example is presented. We consider three products and 

three markets in stages one, two, and three. The 

configuration of the proposed example is shown in 

Figure 2. 

The production functions for products (1, 2, 3) are 

as follows:  

x1 = q1q2 + q3 ,         (14) 

x2 = 2q1 q2 + q3 ,        (15) 

x3 = q1
2
+ q2q3 .         (16) 

Note that these production functions are obtained 

using the ratio of materials composing a product. To 

clarify these production functions, consider three 

products of cheese, butter, and yoghurt. The basic 

material for all these products is milk but some other 

additives are also included (in the equations assume 

q1, q2, and q3) with different ratios. Therefore, the 

production functions for them are different. To facilitate 

the computations MATLAB 7.0 package is applied. 

Also NN Tool Box is applied for multilayer perceptron 

section. The input and output of the prices and costs 

for the three markets in the first stage are given below, 

i.e., the first three rows are for prices and the second 

three rows are for costs.  

Input =[36 45 54 36 23 54 36 39 ;... 

   45 42 33 30 33 39 36 48;... 

   54 51 39 42 45 57 36 42;... 

   09 11 15 10 07 15 11 09;... 

   11 12 09 07 09 11 10 13 ;... 

   13 15 11 12 12 16 09 11]; 

Producer 

1

9

8

7

6

5

4

3

2
Decision 

making

Stage 1Stage 0 Stage 2 Stage 3 Stage 4

 

Figure 2: The configuration of the proposed example. 
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output =[39.0 53.4 52.8 36.9 30.0 51.0 45.0 40.5 ;... 

   42.0 42.9 34.5 29.1 33.6 42.0 39.0 50.4;... 

   55.5 49.5 40.5 43.5 43.8 52.5 37.5 45.0;... 

   9.80 10.5 16.0 10.9 8.00 15.5 12.0 9.00;... 

   10.0 12.0 10.0 8.00 9.80 11.8 11.0 13.2;... 

   13.8 14.3 12.0 12.8 12.0 15.5 9.90 11.5]; 

The inputs are inserted into MATLAB 7.0 user 

interface and the required settings are performed. 

Consequently the outputs are extracted. MATLAB 7.0 

user interface is shown in Figure 3. 

 

Figure 3: MATLAB user interface. 

Using the outputs the optimization is worked out 

(first order condition) and the following results are 

obtained for the quantity of products leading to achieve 

the profit of each market in the first stage. The results 

are given in Table 1. 

  

= p
1
q

1
+ p

2
q

2
+ p

3
q

3
-r

1
(q

1
q

2
+ q

3
)

+r
2
(2q

1
q

2
+ q

3
)+ r

3
(q

1

2
+ q

2
q

3
))

,       (17) 

The computations are repeated for the markets in 

the second and the third stages. We consider the 

computation for the status that we move from a market 

in the previous stage to another market in the next 

stage.  

The results for stages two and three are given in 

Tables 2 and 3, respectively. These results are 

obtained for the quantity of products resulting to gain 

the profit of each market in the second and the third 

stages. 

Thus, the need for using a DSS based on MLP is 

now proved. But the application is limited to the 

existence of data for prices since the MLP method 

employs fluctuation of supply and demand during a 

specified period which is more reasonable in 

economical view point.  

6. CONCLUSIONS 

We proposed a decision support system as a tool to 

help producers for determining a set of markets 

providing maximum integrated profit. The producer 

would estimate the prices and costs using the 

information received from any markets. To control the 

dynamism of prices and costs, a multilayer perceptron 

in neural network was applied. The applicability and 

effectiveness of the proposed model was illustrated in 

an example and fully justified in a discussion. The 

contributions were the use of MLP as computational 

core of a DSS for costs and benefits data, employing 

production function for analyzing producer behavior. 

Table 1: The Products Quantities for Stage One 

 Markets 

Product quantity 

Market one Market two Market three 

q1 0.3 0.2 0.6 

q2 0.6 1.7 1.4 

q3 5.9 3.4 2.8 

 67.902 95.226 72.6 
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Managers can make use of the proposed methodology 

to obtain optimal markets for investment purpose. For 

future research considering a genetic algorithm for 

optimization of extensive markets with large amount of 

data is suggested.  

Table 2: The Products Quantities for Stage Two 

 Markets 

Product quantity 

From market one to four From market one to five From market one to six  

q1 0.2 0.1 0.2 

q2 0.4 2.1 0.5 

q3 6.3 5.3 6.4 

 48.352 131.059 49.654 

 Markets 

Product quantity 

From market two to four From market two to five From market two to six  

q1 0.2 0.3 0.5 

q2 0.4 0.8 0.2 

q3 6.3 5.8 9.3 

 47.742 61.866 29.882 

 Markets 

Product quantity 

From market three to four From market three to five From market three to six  

q1 0.2 0.1 0.1 

q2 0.5 1.1 1.1 

q3 6.1 6.4 6.4 

 45.059 78.177 78.177 

 

Table 3: The Products Quantities for Stage Three 

 Markets 

Product quantity 

From market four to seven From market four to eight From market four to nine  

q1 0.4 0 0.2 

q2 0.2 2.1 1.5 

q3 3.7 3.4 3.4 

 61.618 115.302 76.852 

 Markets 

Product quantity 

From market five to seven From market five to eight From market five to nine 

q1 0.2 0 0 

q2 1.7 1.9 1.6 

q3 3.9 3.4 4.4 

 94.872 92.072 71.192 

 Markets 

Product quantity 

From market six to seven From market six to eight From market six to nine 

q1 0 0.1 0.1 

q2 2.2 1 1.7 

q3 3.9 3.3 3.5 

 138.974 38.876 92.793 
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