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Abstract: Multimedia communication is considered to engulf the entire transmission taking place through internet. Most of the applications running on clients communicating through internet incorporate video or audio data transmission. Such transmission may however hinder the performance of other critical applications running on the network. For instance, the clients connecting to a database may suffer large delays if the network bandwidth is being utilized for multimedia communication. In this regards, a firewall may be used to block the non-critical and unnecessary communication.

In this paper, we perform a quantitative analysis to record the impact of a firewall deployed in a network. We develop various network scenarios with voice and video data being transmitted in parallel with queries from a database client. As the database application is critical for its clients, the unnecessary communication causing the wastage of bandwidth is blocked through a firewall. We record the improvement in the performance of the database application due to the usage of firewall. We simulate all the scenarios using OPNET IT Guru v 9.1. Our results show that due to the blocking of video transmission, there is a significant improvement in performance of the database application. We also find that the use of a firewall has an overhead that depends mainly on the amount of communication taking place simultaneously and can also impact the performance of the critical application.
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1. INTRODUCTION

Computer networks depend upon various resources whose availability can change the performance of these networks. One of these resources is the available bandwidth. The computers connected through a network communicate with each other by making use of the bandwidth available to them. The response time of the applications running on the computers in the network depends heavily upon the concurrent usage of the bandwidth. Data traffic load changes for different applications, e.g. two computers involved in a voice chat require transmission of more data in comparison with the computers involved in a text chat. For an application critical for the system, it becomes inevitable to reserve the resources in order to improve its response time [1, 2]. For example, a database application running on a machine in a bank may be critical to perform transactions. A query from the client machine in the bank may connect to some remote server, get some data from the database and return it to the client. The query response time would therefore be very vital for smooth running of the system. In reality, as the query is being executed, some other non-critical applications may be executing in parallel. The non-critical applications may transfer data through the same route as being used for critical applications. The increase in the network traffic results impacts the performance of the critical applications.

There are several ways to ensure a better quality of network communication. The standards defined in the quality of service (QoS) [3-7] make it possible to ensure several metrics such as delay or throughput (rate of data transmission). Similarly, the resource reservation protocol (RSVP) [8] is defined to reserve resources for particular types of traffic flowing across the network. None of them however guarantees to eliminate the unnecessary network traffic passing through the route being used for a critical application.

A firewall installed on a network route aims at blocking unwanted network communication. Any particular traffic passing through the firewall may be blocked at that point and either no data transmission takes place or the data transmission is delayed for unnecessary traffic. This in turn results in improvement of the response time of the critical applications running on the network.

In this paper, we perform a quantitative analysis to find the impact of using a firewall in a network with a critical database application running in parallel with other non-critical multimedia applications. The unwanted traffic resulting from the voice and video communication is blocked to increase the response time of the database application. We perform experimentation using different number of clients to record its impact on the response time. Our scenarios representing networks with varying number of clients are developed using OPNET IT Guru v 9.1 [9].
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The rest of the paper is organized as follows. Section 2 describes the working mechanism of a firewall. In Section 3, we provide configuration of the parameters and architecture of the scenarios used for performing experimentation. The experimental results are presented and analyzed in Section 4 before the conclusion and future work given in Section 5.

2. FIREWALL WORKING MECHANISM

In a network, the firewalls are usually represented as a combination of software and hardware aiming at protecting data and network. A network may be affected by unintended use of its resources or by malicious attempts of intrusion. Users from outside a network may be attempting to enter into the system. Similarly, the users from within the network may be consuming network bandwidth for non-critical applications. All these effects can be mitigated by use of firewalls that are deployed to filter data packets flowing to/from the network.

A firewall continuously monitors the data packets being transmitted in the network. The packet filtering may discard several packets while allowing others to be transmitted across the network. Similarly, while acting as a proxy, a firewall may get/transmit every packet from/to the network, check for its security rules, and then transmit or discard depending upon the security rule. Consequently, the intended data traffic flows while making full use of available resources. The firewall therefore improves the performance of the network for the intended particular type of traffic being used for a critical application.

The firewalls implemented in OPNET IT Guru make use of several proxies installed on them. For each type of traffic, the firewall may be configured to allow or disallow the data transmission. When a packet of the blocked traffic type is received, either it is not transmitted or it is delayed for a specific interval. Only the packets of allowed data traffic are transmitted instantly, thereby improving the performance of applications running on the network with the allowed data traffic. In order to impede the packet transmission for a specific interval, the firewall can be configured so that it can slow down a specific type of traffic. To accomplish that, the firewalls allows to specify a distribution and a value for the delay to be incurred during transmission. The combination of the distribution and the value is used to generate random values. Every packet of the specific type passing through the firewall is then forced to wait for the randomly generated value.

3. EXPERIMENTAL SETUP AND CONFIGURATION

We use two basic scenarios in order to represent various networks. The first scenario as shown in Figure 1 makes use of a firewall, whereas the second scenario as shown in Figure 2 works without a firewall. The communication takes place from the database server to LAN-2. The firewall lies in the route from database server to LAN-2 in first scenario. The firewall is set to block voice and video communication and allow only database query/response communication. The routers used in the scenarios are of built-in type ethernet2_slip8_gtwy connected using the PPP_DS1 links. The LANs and the database server are connected to the routers using the 100BaseT links.

![Figure 1: Communication with a firewall in the route from Database Server to LAN2; LAN1 and LAN2 also communicate for multimedia traffic in parallel.](image_url)

To initiate communication, a query request is sent from clients in LAN-2 to the database server that in turn responds with some results to the client having sent the request. In parallel, there is multimedia traffic being transmitted. The clients from LAN-2 communicate using voice or video data with the servers in LAN-1. The traffic for database communication is set to have a low load, whereas for voice, we use IP telephony data load and for video, we use low resolution video data load. All the 10 clients in LAN-2 are allowed to send query requests to the database server. For voice/video communication, we have two cases:
Figure 2: Communication without a firewall in the route from Database Server to LAN2; LAN1 and LAN2 also communicate for multimedia traffic in parallel.

a) Case 1: 2 clients in LAN-2 communicate with LAN-1

b) Case 2: 4 clients in LAN-2 communicate with LAN-1

The simulation for each network scenario is set to run for 300 seconds using OPNET IT Guru v 9.1.

4. PERFORMANCE RESULTS

We present results of database (DB) query response time for 2 clients and 4 clients deployed in LAN-2. Our scenarios use voice or video traffic one at a time flowing across the network and blocked by the firewall.

4.1. Results for Case 1 (2 Clients)

For case 1 in which 2 clients are used in LAN-2 to communicate with the servers in LAN-1, the performance results of DB query response time while using voice and video communication (one at a time), are given in Figures 3 and 4 respectively.

Figure 3 shows results for the voice communication taking place in parallel with the database communication. The network in the presence of a firewall has an average DB query response time of 0.010136 seconds, whereas the average DB query response time without firewall is 0.006822 seconds. Consequently, there is 1.49 times improvement in the DB query response time by blocking the voice communication. It is to be noted that the voice application for a small number of clients has low bandwidth requirements, and consequently, there is a small reduction of the DB query response time.

For video communication, the communication in the presence of firewall has an average DB query response time of 0.010137 seconds, whereas the average DB query response time without firewall is 48.62393 seconds, as shown in Figure 4. Consequently, there is 4796.83 times improvement in the DB query response time. In general, the video communication. It is to be noted that the voice application for a small number of clients has low bandwidth requirements, and consequently, there is a small reduction of the DB query response time.

Figure 3: DB query response time results with parallel audio communication by 2 clients.

Figure 4: DB query response time results with parallel video communication by 2 clients.
communication involves a high overhead due to high bandwidth demands. Therefore, blocking the video communication results in a great improvement in efficiency in terms of the DB query response time.

4.2. Results for Case 2 (4 Clients)

For case 2 in which 4 clients are used in LAN-2 to communicate with the servers in LAN-1, the performance results of DB query response time while using voice and video communication (one at a time), are given in Figures 5 and 6 respectively.

As shown in Figure 5, the communication in the presence of firewall has an average DB query response time of 0.010144 seconds, whereas the average DB query response time without firewall is 0.006828 seconds. Consequently, there is 1.49 times improvement in the DB query response time achieved by blocking voice communication.

For video communication, the network in the presence of firewall has an average DB query response time of 0.010141 seconds, whereas the average DB query response time without firewall is 41.62215 seconds, as shown in Figure 6. Consequently, there is 4104.27 times improvement in the DB query response time due to the usage of firewall. We can see that as the number of clients increases, there is a decrement in the improvement of the DB query response time due to the deployment of firewall. We can see that as the number of clients increases, there is a decrement in the improvement of the DB query response time. This implies the fact that due to increase in the number of clients, a large overhead on the part of firewall is involved that also impacts the overall improvement.

4.3. Accumulated Results

Overall, the voice communication in the presence of firewall has an accumulated average DB query response time of 0.020279 seconds, whereas without firewall it has an accumulated average DB query response time of 0.04651 seconds. Consequently, there is 2.29 times improvement for voice communication by using firewall. In contrast, for the video communication with firewall, there is an accumulated average DB query response time of 0.020278 seconds, whereas without firewall it is 496.5108 seconds. Consequently, there is an improvement of 24485.37 times in the DB query response time due to the usage of firewall. We find that the great improvement in the response time for video communication is due to the fact that despite the low resolution video transmission, there is a large volume of video traffic flowing across the network. As the firewall blocks the entire flow, the DB query response time reduces significantly, thereby producing a great improvement in the performance of the critical application.

5. CONCLUSION AND FUTURE WORK

In this paper, we present a quantitative analysis of the impact of using a firewall in a network. We make use of database communication as a critical one being
run in parallel with the unnecessary voice/video communication, and compare the performance of the simulated networks in terms of the database (DB) query response time. A database query request is sent from clients in a LAN to a database server also connected to the network. As long as the network bandwidth is being shared by the multimedia communication, the database query response time is high. To minimize the delay in the DB query response, we deploy a firewall and record its impact on the database query response time. We have incorporated scenarios with different number of clients (2 & 4) involved in multimedia communication to find the impact on reduction in the query response time by blocking the traffic through a firewall.

We find that with the voice communication taking place in parallel with the database communication, there is a small improvement in the performance of the database query response time if the voice communication is blocked. For both the cases, i.e. with 2 clients and 4 clients, the DB query response time reduces by 1.49 times due to the usage of firewall. The situation is different in case of video communication taking place in parallel with the database communication. For 2 clients and 4 clients, the DB query response time reduces by 4796.83 times and 4104.27 times respectively. This is due to the fact that the video communication has a higher bandwidth requirements than the voice communication. The blocking of video communication by the firewall significantly improves the performance of the database application by reducing the DB query response time.

Our current networking scenarios process voice and video transmission using a wired network. As future work, we intend to apply the same scenarios for wireless networks in order to analyze the impact of multiple firewalls being used in conjunction with several topologies.
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