Selection of Biomarkers from Differentially Expressed Genes in Leukocytes of Buffalos Treated with Recombinant Bovine Somatotropin: The Importance of Sample Size for Reliable Discriminating Systems
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Abstract: The research on biomarkers to detect livestock treated with recombinant bovine somatotropin (rbST) is still an open issue. In fact, beyond undertaking confirmation methods, there is the need to develop simple and inexpensive screening tests. In this direction, some proposals have been forwarded, mostly involving the measurement of circulating molecules, whereas the possibility of using biomarkers related to gene expression is a field under investigation. The present study was carried out on sixteen buffalos, eight of which treated with rbST. Blood samples were collected six times during the treatment to investigate on the presence of differentially expressed genes in leukocytes. Analysis with the microarray technique was performed on two sampling moments, in order to obtain a first selection of genes. Further analysis was carried out by real time RT-PCR, in order to create a discriminating linear system. A study on the variation of the error related to the number of samples included in statistics was also performed. Results showed that, including an increasing number of samples to build the discriminating algorithm, the error grows and tends to stabilize on 6.5%. This study clearly shows the paramount importance of including a proper number of samples to obtain reliable algorithms.
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INTRODUCTION

The use of biomarkers is becoming more and more popular, both in medicine, for indication or diagnosis on possible diseases, and in legal analysis addressed to reveal doping abuse in sports and illegal or undeclared pharmacological treatment in livestock [1-5]. This is due to the fact that biomarkers may be often easily quantified or create characteristic patterns that may be profiled in a more simple and cheaper way than other direct methods, such as the research and quantification of residues in biological materials. For this reason, the research of biomarkers is one of the possible approaches used in screening tests, which requires less effort and usually provides a higher throughput than confirmation methods. Performance of screening tests is regulated by law. In the European Union, Decision 2002/657/EC clearly delivers some validation requirements that screening methods must fulfill in order to be considered applicable in field [6].

One particular case that involves studies on the possibility to set up reliable screening tests based on biomarkers is the abuse of rbST-based drugs for increasing yield in lactating cows and buffalos. In fact, rbST is a synthetic peptide hormone available on the market, which is legal in some countries, such as the USA, and prohibited in other, such as the member states of the European Union (Dec 1999/879/EC) [7]. The use and misuse of rbST has always been the core of many controversies and controls on possible hormonal treatments have always been difficult due to the high identity between the recombinant molecules and the natural ones. Beyond some confirmation methods based on mass spectrometry [8-10], which require specialized personnel and expensive instrumentations, efforts have been made to develop cheaper and more widely applicable tests. In this direction, different approaches have been proposed, from the research and quantification of molecules recognizing the somatotropin in serum [11-13], through the combined research of a number of different molecules, the concentration of which may vary in serum responding to the rbST treatment cows [14-18], unto the quantification of the alteration of gene expression in different tissues [19, 20].

In this work, with the purpose of finding a typical pattern of gene expression in white blood cells, we
analyzed a number of sera collected from treated buffalos, comparing them to sera from untreated animals, by the technique of the microarray, in order to find a plethora of genes differentially expressed in the two groups to be used as biomarkers for the treatment. Once identified, these genes were analyzed by real time RT-PCR in a greater number of samples, in order to more precisely quantify their expression level and evaluate the possibility to include them in a model that is able to discriminate between treated and non-treated animals. Furthermore, in this work, we show how the number of samples analyzed is important in producing reliable responses and how several statistical parameters, which are associated to the test response, may change with the step-by-step addition of new samples, until the stabilization of the outcome.

MATERIALS AND METHODS

Experimental Design and Sample Collection

Sixteen Mediterranean Italian buffalos were selected from the Animal Production Research Centre of Tormancina (Italy) and were managed in standard conditions with ad libitum feeding and fresh water always available. In both studies, the animals were randomly allotted to two groups. One group was assigned to the rbST treatment (n=8) and the other served as the controls (n=8). Overall, sera were available from sixteen treated and sixteen control buffalos.

Treatment was performed by administering a sustained release formulation (500 mg in 2 ml of vehicle) of rbST (Boostin®, from LG Life Sciences, Seoul, Korea) by subcutaneous injections in the tail head area, as suggested for cows by the drug manufacturer. Controls were injected with a saline physiological solution.

The animals were under veterinary surveillance during the whole experimental period and underwent a weekly clinical examination in order to monitor their state of health.

The treatment lasted twelve weeks, starting from the tenth week post partum, for a total of six (named A, B, C, D, E, F) biweekly cycles of administration.

Blood was collected via venipuncture of the jugular vein into Tempus™ Blood RNA Tube (Life Technologies Corporation, Carlsbad, CA, USA) tubes containing 6 ml of a special reagent stabilizer, to inactivate the RNase phones and selectively precipitate RNA. The samples were immediately submitted to the extraction of RNA. Sampling was carried out within cycles B, C, and D, before the first meal of the day, on days 2, and 5 after each rbST administration. Sampling moment is the name that will be given to a precise moment of sampling and it will be indicated with the letter of the cycle of rbST administration followed by the number of the day after rbST injection (i.e. B2; C5; etc.). A total number of 96 samples were processed.

RNA Extraction

Total RNA was extracted from leukocytes using the extraction kit Tempus™ Spin RNA Isolation Reagent Kit (Applied Biosystems, Foster City, CA, USA), according to the procedure suggested by the manufacturer. The amount of extracted RNA was evaluated with a spectrophotometer NanoDrop ND-1000 (NanoDrop Technologies, Wilmington, DE, US), by measuring the absorbance at 260 nm. The purity of the nucleic acids was evaluated, based on the ratio of absorbance at 260/280 nm and 260/230 nm. The level of fragmentation of the RNA was then evaluated by electrophoresis on agarose gel 1% (GellyPhorLE® Euroclone, Life Sciences Division PV, Italy), in the presence of formaldehyde for visualization of the two bands corresponding, respectively, to the subunits 18s and 28s of the rRNA and observed by UV transillumination. Samples from the sampling moments B5 and D5 were analyzed by capillary electrophoresis by the service laboratory that performed the microarray analysis (see paragraph 2.3).

Subsequently, 0.5 μg of RNA extracted was treated with the enzyme DNase, necessary to remove any residual DNA, and reverse transcribed into cDNA using QuantiTect Reverse Transcription Kit (Qiagen, Hilden, Germany), following the procedure described by the manufacturer, in a final volume of 30 μl. The obtained cDNA was then stored at a temperature of -80 °C before real-time PCR.

Choice of the Reference Genes

The screening analysis to identify genes differentially expressed in animals treated with rbST and in the controls was carried out using the microarray technique, commissioned to The Finnish and Microarray sequencing Centre, Turku Centre for Biotechnology (Tykistökatu, Turku, Finland). In brief, the type of chip used in this study was the Agilent's Bovine Gene Expression V2 array (Agilent, Santa Clara, CA, USA), a platform of about 43,000 genes. In
### Table 1: Characteristics of the Primers Designed for Amplification of the Candidate Genes

<table>
<thead>
<tr>
<th>Gene</th>
<th>Primers’ sequence</th>
<th>Theoretic Melting Temperature (°C)</th>
<th>Ampliconlength (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQP3</td>
<td>CCTCAATGGGGCTTCAACTCTGG</td>
<td>58,3</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>AGACACCGCGATGGAACC</td>
<td>58,6</td>
<td></td>
</tr>
<tr>
<td>BIRC5</td>
<td>TGGCAGCTCTACCTCAAGGAC</td>
<td>58,3</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>TCATTTCAGGGACGTGG</td>
<td>58,5</td>
<td></td>
</tr>
<tr>
<td>BUB1</td>
<td>CTGACGAGTTTCTGGATGTTCAAC</td>
<td>57,9</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>GGGTGTGCTGTTTGGCTACC</td>
<td>58,1</td>
<td></td>
</tr>
<tr>
<td>BUB1B</td>
<td>TTAGGCCCAACGAGACCTCTTG</td>
<td>58,1</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>CCTGAAAACCTGTAATAGCATTCC</td>
<td>57,2</td>
<td></td>
</tr>
<tr>
<td>CDC20</td>
<td>CAGACCTTCACCCAGCATCAAG</td>
<td>58,3</td>
<td>149</td>
</tr>
<tr>
<td></td>
<td>GCATCCACGGCCACTCACAG</td>
<td>57,5</td>
<td></td>
</tr>
<tr>
<td>CDC5A</td>
<td>CTACGGCAGAGGGGATAGAGAC</td>
<td>58,2</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>GAAAGGTGTGGGAGATCAGAG</td>
<td>57,9</td>
<td></td>
</tr>
<tr>
<td>CDKN3</td>
<td>TGAGAGATCTGGAGCGATACAG</td>
<td>58,3</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>GTGAATTCTTGTGAAAGGCTGC</td>
<td>57,3</td>
<td></td>
</tr>
<tr>
<td>CENPF</td>
<td>CCTGGAGGCTGCGTTC</td>
<td>56,9</td>
<td>192</td>
</tr>
<tr>
<td></td>
<td>CTGAGTTCAAGCCCTCTTGG</td>
<td>57,2</td>
<td></td>
</tr>
<tr>
<td>DLGAP5</td>
<td>CAGCAATCTCAGCAACCTTGAGG</td>
<td>57,4</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td>CAGCAATCTCACCATTGATCTCC</td>
<td>57,2</td>
<td></td>
</tr>
<tr>
<td>EMP3</td>
<td>GACGGAGGGGAGGAGAAG</td>
<td>57,9</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>TCAAGAGGTGTGGAGCAACAG</td>
<td>57,6</td>
<td></td>
</tr>
<tr>
<td>IGHG1</td>
<td>AACACAGCCAGCAAGAAG</td>
<td>57,7</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>CTGGAACCTCCTCCTCCAGATCC</td>
<td>57,8</td>
<td></td>
</tr>
<tr>
<td>KIF22</td>
<td>TGATTTAGGCAAGGTGGTGGATG</td>
<td>57,6</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>GGCAATGTGCTGGCAATGAGGATG</td>
<td>57,9</td>
<td></td>
</tr>
<tr>
<td>KIF2C</td>
<td>ACAGTGGAAGAGAAGATTGGG</td>
<td>57,4</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>GTCGGAACATTGGTGTGAAGATAG</td>
<td>57,8</td>
<td></td>
</tr>
<tr>
<td>KIF4A</td>
<td>GATAAGCGGAGAAGATCGAGGTCTCAGATGC</td>
<td>58,4</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>AGGTATTGCAAGGCCCTTG</td>
<td>58,3</td>
<td></td>
</tr>
<tr>
<td>LMAN1</td>
<td>GATCAATACGGCTCACACAG</td>
<td>57,3</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>GGCCTCTCCAGGCTCAG</td>
<td>58,3</td>
<td></td>
</tr>
<tr>
<td>LMTK2</td>
<td>CGGACACGAGCCAGTCAAG</td>
<td>58,2</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>GCAGGATGTCATACAGTAGCTCC</td>
<td>57,5</td>
<td></td>
</tr>
<tr>
<td>loc539953</td>
<td>GTAAGGTGAGTGCCAAAGAATAAG</td>
<td>56,9</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>GCATGGAGCTGGAGGAATGG</td>
<td>57,7</td>
<td></td>
</tr>
<tr>
<td>LZB1</td>
<td>CGCACCGCGACATCATGG</td>
<td>57,8</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>CAGGGTAGTGAACAGCTGCTTG</td>
<td>58,4</td>
<td></td>
</tr>
<tr>
<td>MCM2</td>
<td>AGTGTGCCTAATTGAAGCCATTTGAC</td>
<td>58</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>TGCCGCCCTTTGGAGATGG</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>NCAPG</td>
<td>GTTCCTTGCTTTTCCAGCCTTCC</td>
<td>57,5</td>
<td>188</td>
</tr>
<tr>
<td></td>
<td>CTGACAGTTTTTCTCACCTTTG</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>
(Table 1). Continued.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Primers' sequence</th>
<th>Theoretic Melting Temperature (°C)</th>
<th>Amplicon length (bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDC80</td>
<td>AGCAGCAGTGTGGAAATGAGG</td>
<td>57.7</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td>GTTGGCACCGCTGGAGG</td>
<td>57.4</td>
<td></td>
</tr>
<tr>
<td>NUSAP1</td>
<td>GAAGACACTTCTCTGCTCTTGAC</td>
<td>57.9</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>CTGTGTCGGAGCGCTTTATGC</td>
<td>57.3</td>
<td></td>
</tr>
<tr>
<td>ORC1</td>
<td>AGTGTGCCTCTGAGATCTG</td>
<td>57.6</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>GAACCTTCTCTGCGGATAAGG</td>
<td>57.4</td>
<td></td>
</tr>
<tr>
<td>RACGAP1</td>
<td>CATCTGGGAGGATCTCAAGTG</td>
<td>58</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>GATTCCATCGTCTTGCTCAAAGC</td>
<td>57.5</td>
<td></td>
</tr>
<tr>
<td>RAD54L</td>
<td>GACCTGCTATATCTCAGCTACTG</td>
<td>57.7</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>TTCACATCCTGCTCTCATCC</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>RRM2</td>
<td>GCGGCTTTGTCTTCTATCTAT</td>
<td>57.3</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>CCCAGTGTGAAATGCTTTGG</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>TNFRSF17</td>
<td>GTGTCAGGAGCAGACCTGAAG</td>
<td>58.4</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>TGGAGGCCAGCGACGACAGAC</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>TXNDC5</td>
<td>ATCTCAGCTCAGTCTGTCC</td>
<td>57.8</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>GGCTGGGTGGCTCTGG</td>
<td>57.8</td>
<td></td>
</tr>
<tr>
<td>GADPH</td>
<td>GGCAGATGCGGAGCAGAAC</td>
<td>58.4</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>CATACTCAGCAGCAGAACATC</td>
<td>58.4</td>
<td></td>
</tr>
<tr>
<td>SDHA</td>
<td>CATAGAAGACGGGTTCCATCA</td>
<td>58.1</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>GAACGGAGGAGAGATCAGG</td>
<td>58.1</td>
<td></td>
</tr>
<tr>
<td>SF3A1</td>
<td>AGCAGAGTTCCTCTCCTACTTC</td>
<td>57.9</td>
<td>191</td>
</tr>
<tr>
<td></td>
<td>CTCTCCTCCTCCTCTCTCTCC</td>
<td>58.5</td>
<td></td>
</tr>
</tbody>
</table>

particular, aliquots of RNA extracted from samples collected on the sampling moments B5 and D5 were analyzed. The microarray outcome was processed through the modified t-test p-values or FDR (false discovery rate) p-values, both proposed by Smyth (2005) [21].

Primer Design

After obtaining the data from the microarray analysis, primers were designed for amplification of the selected genes using the software Beacon Designer 1.5 (Premier Biosoft International, Palo Alto, CA, USA). Sequences deposited in GenBank corresponding to the candidate genes were aligned and only regions without polymorphisms and spanning at least one intron were chosen. Information concerning the selected primers are shown in Table 1. These primers were tested on genetic material extracted from white blood cells of untreated buffaloes. The amplified cDNA was evaluated by gel electrophoresis and subsequently sequenced by BMR Genomics (Padua, Italy) to verify the actual matching with the corresponding genes.

Real-Time PCR

The cDNA obtained by reverse transcription was amplified by Real-time PCR, using the Rotor Gene 6000 thermocycler (Corbett Research, Sydney, Australia). Each reaction was carried out in 100 µl tubes. The PCR mix was composed of 5 µl of a SYBR Green mastermix (QuantiTect SYBR Green PCR Kit, Qiagen), 1.5 µl of a solution containing the forward and reverse primers (final concentration 200 nM), 1 µl of cDNA and 2.5 µl of deionized water. For each sample, a negative control was included, in which no template was added. All amplifications were carried out in accordance with the following protocol: 15 min at 95°C; 40 cycles of 15 seconds at 95°C; 30 sec at 55°C; 12 sec at 72°C; final extension of 5 min at 72°C. At the end of each run, a melting temperature analysis was performed (60°C for one minute, with increase of 0.5°C every 5 sec up to 95°C) to verify the specificity of amplification. The housekeeping genes used for data normalization (GADPH, SDHA, SF3A1) were selected from eight identified in a previous work [19], through a pilot study on a limited number of samples (5 animals...
for 5 treatment cycles). The data were processed using dedicated software (Genorm and Normfinder) and analyzed. The following formula was used to derive the levels of relative gene expression (R), for each of the target genes:

\[ R = \left( \frac{CP_{ref1} \cdot CP_{ref2} \cdot CP_{ref3}}{3} \right)^{1/3} - CP_{target} \]

where \( \left( \frac{CP_{ref1} \cdot CP_{ref2} \cdot CP_{ref3}}{3} \right)^{1/3} \) is the geometric mean of the CP (Crossing Point) values related to the three reference genes and \( CP_{target} \) is the value of the target gene CP. Each CP is the product of the geometric mean of duplicates. In this case, the values were not corrected for the efficiency of amplification, as the aim is to measure a relative difference in expression level of a determined gene between the treated group and the group of controls.

Statistics

The normality of the distributions of values for each variable (level of relative expression of each gene) was tested using the Shapiro-Wilk test; equality of variance between the two groups (treated and controls) was tested by the test F.

The presence of outliers was assessed using the box test.

Statistics were performed on \( n=92 \) samples out of the 96 processed, because the parameters associated to the genetic material from two samples were unsuitable and \( n=2 \) samples were removed, because associated to outlier results after box plotting. The degree of significance for differences in the levels of gene expression was calculated on the entire pool of the samples belonging to the two groups by two-tailed Student's test.

Linear Discriminant Analysis (LDA) and Creation of a Classifying Linear System

Before producing an algorithm able to classify a sample as belonging to treated or untreated animals (linear system), the data obtained after PCR of all samples were processed using a linear discriminant analysis (LDA), able to identify the variables with greater discriminating power.

In particular, discriminant analysis has the aim to divide the subjects of the study population into two groups known a priori (treated and untreated), according to the variables associated to the relative levels of expression of the 28 genes analyzed. These variables were later included in a linear system, elaborated in order to obtain a prediction function that allows to classify subjects belonging to different populations with the same characteristics of the population studied. This linear system was of the type:

\[ Y = a + b_1X_1 + \ldots + b_nX_n \]

Where \( a=\)intercept of the linear function; \( b_n=\)coefficient of each value associated with the variable \( n; X_n=\)value associated with the variable \( n; Y=\)response value (ideally 1=treated, 0=untreated). The classification was made by assigning a threshold value that represents the mean of the values 1 and 0. As a result, the samples with a value \( Y \geq 0.5 \) were classified as treated, while samples with \( Y \) value < 0.5 as untreated. This classification system does not provide a range of values between 0 and 1, such that the sample would be classified as uncertain.

In order to build a system with classification performance of unknown samples associated to an acceptable level of error (based on the percentage of false negatives <5%, as per Decision 2002/657/EC) [6], we calculated the number of samples required to obtain a stabilization of variance. Due to the fact that the test F revealed equality of variance between the treated and the untreated groups, the strategy adopted was to calculate the variance for each variable (intended as the expression level of one particular gene) within the two treatment groups, starting from sub-groups represented by samples from each sampling moments (B2; B5; C2; C5; D2; D5; \( n=16 \) each group), subsequently adding samples coming from another sampling moment and so on until completion, according to the following scheme:

\[ \text{Var (B2); Var (B2+B5); Var (B2+B5+C2); Var (B2+B5+C2+C5); Var (B2+B5+C2+C5+D2); Var (B2+B5+C2+C5+D2+D5).} \]

The absolute value of the difference between the mean of the variance calculated on each variable (expression level of each gene) at a certain sampling moment and the mean of the variance calculated by adding the samples of the next sampling moment was used to draw a graph to show the trend of the decrease in this difference (Y) plotted against the progressive steps of samples addition (X). The variance was considered stabilized when the confidence interval at 95% of this difference was included in a range between the value 0 and the value corresponding to 10% of the
mean of the variance calculated including two successive subgroups (Figure 2).

Another approach to evaluate the number of samples to be included in the statistics to produce an efficient and reliable classifying algorithm was to evaluate the stabilization of the error, calculated considering the percentage of samples incorrectly classified (false positive + false negative), the following two ways:

1) Algorithm application “between combinations”: a classifying linear system was developed for every possible combination of sampling moments (from 1 to 6 moments, with permutations). Afterwards, it was applied to the total pool of samples (all the sampling moments together). The mean of the absolute error obtained for each was used to build a graph to show the relationship between such error (Y) and the number of combinations (X) (Figure 3).

2) Algorithm application “within combinations”: a classifying linear system was developed for every possible combination of sampling moments (from 1 to 6 moments, with permutations). Afterwards, it was applied within the combination from which it was produced. The mean of the absolute error obtained for each combination was used to build a graph to show the relationship between such error (Y) and the number of combinations (X) (Figure 4).

For statistics the software SPSS 13.0 version 13.0 (IBM, Armonk, NY, USA) and JMP version 5.01 (SAS Institute Inc., Cary, NC, USA) were used.

RESULTS AND DISCUSSION

Choice of the Biological Target

The white blood cells are a substrate easy to collect and manipulate and do not requires too invasive operations, such as biopsies. For this reason, the white cells represent one of the best choice for this kind of analysis, in the perspective of its “in field” application for controls. Human studies have shown that ST plays an important role as immune system modulator [22, 23]. In fact, the phagocytic capacity of neutrophils and monocytes are reduced in subjects with deficiency of physiological ST, as well as the activity of natural killer lymphocytes, while they tend to increase following treatment with the hormone [24]. ST seems to also protect cells from the lymphocyte apoptosis induced by glucocorticoids [22]. Even in the bovine species, ST was shown to have some effects on leukocytes, stimulating the proliferation of lymphocytes in vitro [25] and influencing the number of some blood cell types in cows [26] and buffalos [27]. These studies support the hypothesis that the treatment with exogenous bST can affect the expression level of a number of genes in the white cells, making them a good candidate for studies on biomarkers.

Quality of the Extracted Genetic Material

The spectrophotometer readings performed on RNA extracted showed a good quality of the genetic material. In particular, there were no peaks with absorbance at 280 and 230 nm, attributable, respectively, to the presence of proteins or polypeptide or organic compounds and free nucleic acids and their ratio (260/280 and 260/230) were always between 1.8 and 2.1. Electrophoretic analysis on denaturing gels showed the suitability of all samples for the presence of two net bands corresponding to the rRNA 18S and 28S, with the exception of two samples, in which the bands appeared smeared, indicating a possible degradation and fragmentation of the genetic material. These samples were not included in the study. Analyses carried out by capillary electrophoresis showed a perfect condition of the extracted RNA.

Microarrays

Most of the growth promoters and molecules with anabolic effects mainly act through mechanisms of transcriptional type, which determine an increase/decrease of the synthesis of specific proteins. Investigations of proteomics are therefore a valuable tool to delineate the expression profile characteristic of each species and category of animals and possibly to associate it to a particular pharmacological treatment.

Among the mechanisms that determines a differential expression of proteins, there is the modulation of gene expression, which can be determined using techniques able to quantify the amount of mRNA produced. Recently, microarrays (high-density matrices) have become an important research tool for the scientific world. In particular, the cDNA microarray are able to trace the profile of the pattern of gene expression (transcriptomics analysis) of tens of thousands of genes in a single experiment [28]. Such a huge throughput capacity allows to give precious information that could be lost if other kind of
analysis were applied, capable to screen a considerably lower number of genes. However, costs of a single analysis are very high. For this reason, monitoring the level of expression of tens thousands gens may be used as a preliminary investigation to select a restricted number of genes to be further analyzed by real-time PCR. This is a more accurate technique capable to quantify the expression changes of the identified genes, to be used to construct mathematical models able to discriminate treated animals.

Recently, this analytical technique has also been applied to the field of inspection of food of animal origin, especially meat, in order to identify any illegal administration of growth promoters (corticosteroids, sex hormones) in animals after slaughtering [1, 29, 30]. This approach aims to identify a limited number of genes as biomarkers within a pool of thousands. If properly set, it may be, if not the decisive method, at least a valuable support to analytical techniques already in use [31, 32].

In our study, the microarray technique was used for the first time to compare the gene expression between buffaloes treated with rbST and untreated buffaloes, in order to identify those genes, whose expression patterns could be exploited to discriminate the first group from the second.

The analysis was carried out on eight treated and eight non-treated animals in two different moments of the treatment, in order to select the genes differentially expressed for further investigation. In fact, differentially expressed genes may be the combined results of the treatment itself and some other environmental or health factors, which are often unpredictable. The genes identified in both the assays are supposed to be associated to a higher probability to be directly or indirectly influenced by the high level of rbST in serum, rather than to other random factors.

These genes were found to be 68 in the group B5 (first moment), corresponding to the sampling carried out on the fifth day after the second rbST injection, and 118 in the group D5, corresponding to the sampling carried out on the fifth day after the fourth rbST injection. From the intersection of the two sets, 28 genes were identified. Such genes were further included into a thorough investigation, carried out using the technique of real-time PCR, in order to delineate an expression pattern that characterized the group of treated animals. The genes selected are shown in Table 2:

**Gene Expression Analysis by Real Time PCR**

The preliminary trials on primers (Table 1) were made on genetic material extracted from untreated animals. Analysis of melting after real-time PCR showed melting temperature peaks unique and distinct for each amplicon. The amplification product sent to sequencing was found to have an identity of at least 98% with the corresponding sequences deposited in GenBank.

Over the years, the Real-time PCR has progressed in tandem with microarray analysis and, although the latter represent the preferred method for large-scale surveys and screening, real-time PCR remains the “gold standard test” in studies of gene expression, especially due to its much greater sensitivity [28]. In many studies, the real-time PCR was found to be a valid method of confirmation of microarray analysis. However, the results of the two analytical techniques are sometimes discordant. Both the biological and technical variability may have a strong impact on the results of the two methods [33, 34]. This essentially occurs for the analysis of those genes, whose degree of variability is low [34, 35, 36] and discordance of results increases by increasing the distance between the position of the microarray probe on the gene and the localization of primers [35].

In this study, by applying the Student’s test on the real-time PCR responses, significant differences between controls and treated animals were found only for the following genes: AQP3, BIRC5, Cdc20, IGHG1, KIF22, LMAN1, LMTK2, MZB1, NUSAP1 (Table 2). The results of this analysis are reported in graphical form in Figure 1.

**Linear Discriminant Analysis (LDA)**

Since the objective of this work was, at first, to develop an algorithm able to discriminate rbST-treated from untreated animals, the results of the gene expression analysis performed by real-time PCR were elaborated by applying a linear discriminant analysis. It was carried out to identify the variables (relative levels of expression of individual genes) with the greatest discriminating power. The contributions of the genes identified were used to develop a linear system for classification, from which it was obtained a response value (Y), according to which the sample was classified
Table 2: Genes with significant expression variability in response to microarray analysis. Highlighted in light grey: genes whose expression in the treated group was confirmed to be significantly changed compared to the control group using real-time PCR; dark gray: reference genes for relative quantification in real-time PCR.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Acronym</th>
<th>Sequence code GenBank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aquaporin 3</td>
<td>AQP3</td>
<td>NM_001079794</td>
</tr>
<tr>
<td>Baculoviral IAP repeat-containing 5</td>
<td>BIRC 5</td>
<td>NM_001001855</td>
</tr>
<tr>
<td>Budding uninhibited by benzimidazoles 1</td>
<td>BUB1</td>
<td>NM_001102011</td>
</tr>
<tr>
<td>Budding uninhibited by benzimidazoles 1 homolog beta</td>
<td>BUB1B</td>
<td>NM_001145173</td>
</tr>
<tr>
<td>Cell division cycle 20</td>
<td>CDC20</td>
<td>NM_001082436</td>
</tr>
<tr>
<td>Cell division cycle associated 5</td>
<td>CDC2A5</td>
<td>NM_001076270</td>
</tr>
<tr>
<td>Cyclin-dependent kinase inhibitor 3</td>
<td>CDKN3</td>
<td>NM_001040582</td>
</tr>
<tr>
<td>Centromere protein F</td>
<td>CENPF</td>
<td>NM_001256586</td>
</tr>
<tr>
<td>Discs, large homolog-associated protein 5</td>
<td>DLGAP5</td>
<td>NM_001076822</td>
</tr>
<tr>
<td>Epithelial membrane protein 3</td>
<td>EMP3</td>
<td>NM_001024562</td>
</tr>
<tr>
<td>Immunoglobulin heavy constant gamma 1</td>
<td>IGHG1</td>
<td>X62916</td>
</tr>
<tr>
<td>Kinesin family member 22</td>
<td>KIF22</td>
<td>NM_001101868</td>
</tr>
<tr>
<td>Kinesin family member 2C</td>
<td>KIF2C</td>
<td>NM_001101147</td>
</tr>
<tr>
<td>Kinesin family member 4A</td>
<td>KIF4A</td>
<td>NM_001206105</td>
</tr>
<tr>
<td>Lectin, mannose-binding, 1</td>
<td>LMAN1</td>
<td>NM_001098943</td>
</tr>
<tr>
<td>Lemur tyrosine kinase 2</td>
<td>LMTK2</td>
<td>XM_002695196</td>
</tr>
<tr>
<td>Denticleless E3 ubiquitin ligase homolog</td>
<td>loc539953</td>
<td>XM_003587108</td>
</tr>
<tr>
<td>Marginal zone B and B1 cell-specific protein</td>
<td>MZB1</td>
<td>NM_001098930</td>
</tr>
<tr>
<td>Mini chromosome maintenance complex component 2</td>
<td>MCM2</td>
<td>XM_864352</td>
</tr>
<tr>
<td>Non-SMC condensin I complex, subunit G</td>
<td>NCAPG</td>
<td>NM_001102376</td>
</tr>
<tr>
<td>NDC80 homolog, kinetochore complex component</td>
<td>NDC80</td>
<td>NM_001206583</td>
</tr>
<tr>
<td>Nucleolar and spindle associated protein 1</td>
<td>NUSAP1</td>
<td>NM_001046571</td>
</tr>
<tr>
<td>Origin recognition complex subunit 1</td>
<td>ORC1</td>
<td>NM_001014918</td>
</tr>
<tr>
<td>Rac GTPase activating protein 1</td>
<td>RACGAP1</td>
<td>XM_592496</td>
</tr>
<tr>
<td>RAD54-like</td>
<td>RAD54L</td>
<td>NM_001130766</td>
</tr>
<tr>
<td>Ribonucleotidedeructase M2</td>
<td>RRM2</td>
<td>NM_001244181</td>
</tr>
<tr>
<td>Tumor necrosis factor receptor super family, member 17</td>
<td>TNFRSF17</td>
<td>XM_002697966.1</td>
</tr>
<tr>
<td>Thioredoxin domain containing 5</td>
<td>TXNDC5</td>
<td>NM_001206732</td>
</tr>
<tr>
<td>Glyceraldehyde 3 phosphate dehydrogenase 1</td>
<td>GADPH</td>
<td>BC102589</td>
</tr>
<tr>
<td>Succinate dehydrogenase complex, subunit A</td>
<td>SDHA</td>
<td>NM_174178</td>
</tr>
<tr>
<td>Splicing factor 3a, subunit 1</td>
<td>SF3A1</td>
<td>NM_001081510</td>
</tr>
</tbody>
</table>

as positive (trend to 1) or negative (trend to 0). 1 and 0 are mathematically ideal values, to whom the actual responses for each analyzed sample should tend to be correctly classified. The threshold value (0.5) was set to match the exact mean between the two ideal values. When the response of the linear system associated to a sample belonging to one of the two groups is closer to the ideal value of the other group, misclassification occurs. This possibility is more frequent with increasing number of samples used to develop the classifying algorithm. For this reason, part of this study was focused to the development of a post hoc analysis to determine the minimum number of samples to be included for creation of a classifying algorithm, in order to assure the least possible number of incorrect classifications. This approach is necessary when...
dealing with complex systems with a very high number of variables, for which it is difficult to establish a priori such a number.

The analysis on the stabilization of variance shows that the difference between the variance calculated as the mean of the variances of each variable on a certain sampling moment and that calculated by adding the samples of the next sampling moment decreases as the number of sampling moments (and thus the number of samples) increases (Figure 2). An acceptable level of stabilization appears to be achieved when the sub-group “5 sampling moments” (D5) is added, since the difference between the two successive subgroups presents a confidence interval entirely included within the zone of acceptance.

By developing a classifying linear system for each sampling time (B2; B5; etc...) and for each possible combination of sampling times (1 to 6 times; i.e B2xC5; B2xC5xD2; B2xC5xD2xD5; etc...) and afterwards applying such a system on the total pool of samples available, it could be observed that the absolute classification error decreases by increasing the number of sampling moments used for developing the algorithm (Figure 3).

On the contrary, when elaborating an algorithm using a certain sample group, after applying the algorithm to the same group, the percentage of classification errors increase by increasing the number of samples included in the statistic unit, tending to stabilize when the sample size is appropriate to produce a reliable classifying algorithm (Figure 4).

The set of these results shows that the reliability of a classifying algorithm cannot prescind a suitable
number of subjects to be included in the calculation, reasonably representative of the entire population. The lack of an investigation aimed at determining this number may therefore lead to results with low predictive value. A demonstration of this statement may be extrapolated by reporting an example of the case in which the algorithm is created starting from a limited number of samples (Figure 5). The graph shows that, actually, using data relating to a single sampling moment, the values associated to the treated animals and to controls are distributed in an area very close to the ideal values of 1 and 0, respectively. In all cases examined in the subgroups formed by a sampling moment, the misclassification was always equal to 0.

By increasing the sampling moments (sub-groups of n=3), the sharp difference between the values attributed to the treated and the values attributed to the controls tends to be reduced, with a less homogeneous distribution pattern (Figure 6), unto the other extreme, showed in the Figure 7, where the algorithm is created and applied by taking into consideration all the groups.

The pattern of distribution of the values associated with the samples is less homogeneous and there is a number of misclassified samples.

The latter example represents the final application of the algorithm described below:

\[
Y = 0.328289 + 0.120226 \times X_1 - X_2 + 0.2404 \times 0.441559 + 0.112452 \times X_3 \times X_4 - X_5 \times 0.1268 - 0.15414 \times X_6 - 0.17974 + X_7
\]

Figure 3: Absolute errors of classification (% of FN+FP) obtained by applying, to the set of all samples (n=92), the linear systems developed by taking into consideration the moments of sampling (B2; B5; C2; C5; D2; D5) individually (n° total combinations =6); in combinations of 2 (n° total combinations =15); of 3 (n° of total combinations =20); of 4 (n° of total combinations =15); of 5 (n° of total combinations =6); and 6 (n° of total combinations =1). The points represent the mean ± standard error of the different combinations.

Figure 4: Errors of classification (% of FN+FP) obtained by developing linear systems of subgroups consisting of n= 1; 2; 3; 4; 5; 6 sampling times (B2; B5; C2; C5; D2; D5), and in all possible combinations. The points represent the mean ± standard error of the different combinations.

Figure 5: Example on the application of a classifying linear system developed by taking into consideration a subgroup formed by a single sampling moment (n° treated =8; n° controls =8). The discrimination threshold was fixed at 0.5.

Figure 6: Example on the application of a classifying linear system developed by taking into consideration a subgroup formed by three sampling moments (n° treated =24; n° controls =24). The discriminator threshold was fixed at 0.5.
where

\[ X_1 = \text{relative gene expression levels associated with Bub1} \]

\[ X_2 = \text{relative gene expression levels associated with CDCA5} \]

\[ X_3 = \text{relative gene expression levels associated with LMAN1} \]

\[ X_4 = \text{relative gene expression levels associated with LMTK2} \]

\[ X_5 = \text{relative gene expression levels associated with loc539953} \]

\[ X_6 = \text{relative gene expression levels associated with LZB1} \]

\[ X_7 = \text{relative gene expression levels associated with Ndc80} \]

This linear system applied to the whole statistical population returns a false-negative rate corresponding to approximately 6.5% and a false positive rate of about 15.2% (Figure 7). Due to the fact that “Only those analytical techniques.... that .... have a false compliant rate of < 5%(β-error) at the level of interest shall be used for screening purposes in conformity with Directive 96/23/EC *(Decision 657/2002)* [6], the performance of the system developed in this study do not fully satisfy the requirements imposed by the law.

By setting the experimental design in order to choose too a low number of samples (in our case, too a low number of sampling moments), the results of this work might have been fully compliant with the requirements of the Dec 657/2002 [6]. This demonstrate that each experimental design involves a certain degree of discretion and strongly suggests that the reliability of each algorithm should be fully demonstrated before drawing any conclusion.

**CONCLUSIONS**

The choice of biomarkers such as the variation of gene expression in white blood cells to identify treated buffalos with rbST was shown not to be useful for the development of a discriminant algorithm applicable in field. This was due to the fact that, when a proper number of samples were included in the study, the final false compliant rate exceeded 5% (β-error), the threshold imposed by Decision 2002/657/EC for screening methods [6].

Furthermore, in this study was shown as a major risk related to a wrong evaluation of the sample size is the creation of a model that would bring to
underestimate the β-error and, therefore, to wrongly consider an analytical system as suitable. For this reason, the number of samples to be included for algorithm development is a key factor for the reliability of discrimination and should be carefully evaluated, by applying statistics such as the analysis of the stabilization of variance.
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