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Abstract: Determining the optimal sample size is crucial for any scientific investigation. An optimal sample size provides 
adequate power to detect statistical significant difference between the comparison groups in a study and allows the 
researcher to control for the risk of reporting a false-negative finding (Type II error). A study with too large a sample is 
harder to conduct, expensive, time consuming and may expose an unnecessarily large number of subjects to potentially 
harmful or futile interventions. On the other hand, if the sample size is too small, a best conducted study may fail to 
answer a research question due to lack of sufficient power. To draw a valid and accurate conclusion, an appropriate 
sample size must be determined prior to start of any study. This paper covers the essentials in calculating sample size 
for some common study designs. Formulae along with some worked examples were demonstrated for potential applied 
health researchers. Although maximum power is desirable, this is not always possible given the resources available for a 
study. Researchers often needs to choose a sample size that makes a balance between what is desirable and what is 
feasible.  
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INTRODUCTION 

The goal of a research project is to get a 
scientifically valid answers of the research questions. 
The validity in research is achieved through rigorous 
design, proper data collection and appropriate analysis 
[1]. Use of an accurate data is necessary to validate a 
research study. Ideally, in order to obtain accurate 
information to answer a research question, one should 
study the entire population, which is any entire 
collection of people, animals, plants, things or subjects 
from which we may collect data. It is the entire group 
we are interested in, which we wish to describe or draw 
conclusions about [2]. While it is often not feasible to 
examine every member of an entire population, 
investigating a part of that population (which is referred 
to as “sample”) is a typical practice in research. A 
sample is a subset of people, items, or events from a 
large population of interest, from which we collect 
information and analyze them to make conclusion 
about a specific unknown value of that population. How 
many individuals or items should be included in a 
research study or how large a sample should be, is one 
of the commonly asked question [3]. What should be 
the appropriate sample size is an important 
consideration in any research, including clinical studies. 
Studies with a small sample size may fail to detect 
important effects on the outcomes of interest. In 
consequence, the estimates may be erroneous and be 
termed as a waste of resources due to their incapability 
to yield useful results [4, 5]. On the other hand, studies  
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with a larger sample than necessary may sometime be 
a waste of available resources. An oversized study 
may have the potential to expose an unnecessarily 
large number of subjects to potentially harmful or futile 
treatments [4]. The determination of an appropriate 
sample size, that is, the number of individuals that 
should be included for study is crucial part of study 
design to ensure validity, accuracy, reliability and 
scientific and ethical integrity of the study. The 
objective of this article is to review the key factors that 
determine an appropriate sample size and present 
methods for sample size calculation in common clinical 
studies.  

MATERIALS AND METHODS 

Approaches to Sample Size Calculation 

There are two major approaches for sample size 
calculation: the precision-based approach and the 
power-based approach. 

The precision-based approach estimates an 
unknown parameter of a population (e.g. the 
prevalence of a disease in a defined population) with a 
specific precision. In this case, it is the responsibility of 
researchers to make sure whether estimates are 
obtained with required precision, accuracy or level of 
confidence while the sample size is calculated [6]. This 
approach limits the confidence interval of the 
parameter to a certain width. 

The power-based approach is related to hypothesis 
testing and concerned with detecting an effect of 
intervention on outcome. An ideal application is 
comparing a new treatment with standard one in 
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assessing the effect of the new treatment on patient 
outcome. The calculation of sample size is performed 
to ensure whether a clinically meaningful effect exists.  

So basically, which approach to consider in sample 
size calculation depends on the type of study the 
researcher is conducting. For descriptive/estimation 
studies (main aim is the estimation of one or more 
characteristics of the population) precision-based 
approach is frequently used while for comparative 
studies (main aim is to establish whether there are 
statistically significant differences between groups with 
respect to some key outcome variable) power-based 
approach is used. In this article, we are mainly focusing 
on the power-based approach, however we will very 
briefly discuss about the precision-based approach for 
some extremely common scenarios. 

Power-Based Approach of Sample Size Calculation 

Steps Involved in Sample Size Calculation 

To calculate appropriate sample size, one need to 
proceed with the steps that are outlined in the Figure 1, 
followed by a detail description. 

Step 1. Define Research Objective or Primary Question 
and Specify a Hypothesis Test 

In scientific investigation, investigators need to 
define what they would like to measure and what 
change they are hoping to see. One way of evaluating 
a question is to use the method of hypothesis testing. 
When a hypothesis test is set to determine the validity 
of a question, both null hypothesis and alternative 
hypothesis need to be defined. Typically, the null 
hypothesis says that nothing new is happening or the 
comparison groups are the same (i.e., their difference 
is equal to zero). The word “null” can be thought of as 
“no change”. The alternative hypothesis is just an 

alternative to the null, which refers to a difference (or 
an effect) between the comparison groups anticipated 
by the researcher. This means the observed pattern of 
the data is not due to a chance occurrence. Alternative 
hypotheses can be non-directional or directional. In a 
one-tailed test, testing for the possibility of the 
relationship is one directional, completely disregarding 
the possibility of a relationship in other direction. If a 
significance level (α) of = 0 .05, is used, a one-tailed 
test allots all alpha (α) to test the statistical significance 
in the one direction of interest. This means that, 0.05, 
is in one tail of the distribution (bell curve) of test 
statistic. On the other hand, if the alternative 
hypothesis is non-directional, a two-tailed hypothesis is 
used. A two tailed hypothesis states there is a 
difference between groups, but, do not specify the 
direction of the effect. In a two-tailed test, the possibility 
of the relationship in both directions are tested. If a 
significance level (α) of 0.05, is used, a two-tailed test 
allots half of alpha (α) to test the statistical significance 
in one direction and half of alpha (α) to test statistical 
significance in the other direction. This means that .025 
is in each tail of the distribution (bell curve) of test 
statistic (Figure 2). There is a debate on whether or not 
it is appropriate to use a one-tailed test. The safest bet 
is to conduct a two-tailed tests for sample size 
determination [7]. This is due to the fact that a 
two-tailed test allows testing for the possibility of an 
effect in two directions, both the positive and the 
negative, and thus it is a conservative approach. 
One-tailed tests, meanwhile, allow testing for the 
possibility of an effect in only one direction, while not 
accounting for an impact in the opposite direction. For 
example, suppose a new drug for cardiovascular 
disease has been developed, which is less expensive 
compared to the existing drug. The investigator thinks 
that this new drug is just as effective as a drug already 

 
Figure 1: Sample size calculation steps 
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in the market. In order to test this hypothesis, the 
investigator may prefer a two-tailed to one-tailed test. A 
one tailed test is appropriate when a large difference in 
one direction would lead to the same action as no 
difference at all [8]. Considering the same example, 
one possibility could be that the investigator does not 
really care about the new drug being more effective 
than the existing one. She/he would be happy as long 
as it is not any less effective given that the new drug is 
relatively cheaper than the existing one. In this type of 
situation, a one-tailed test, referring whether the new 
drug is at least as effective as the existing drug, should 
be of interest. A one tailed test require a smaller 
sample size to detect minimum expected difference 
than a two tailed test. The sample size of a one tailed 
test with a significance level α is equal to the sample 
size of a two tailed test with a significance level of 2α, 
while other factors remain unchanged. A study may 
have multiple hypotheses, but sample size calculation 
is often performed based on primary hypothesis only.  

Step 2. Figure Out Type of Outcome Measure 

The methods for sample size determination 
depends on the type of outcome expected in a study [9]. 
There are three different categories of outcome that are 
commonly considered in a study. The first category of 
outcome is continuous outcome which can take any 
numerical values within a range. Example includes: 
weight, height, blood pressure, heart rate etc. 
Researchers are interested in mean and standard 
deviation of continuous outcome. The second category 
of outcome is dichotomous outcome, which have only 
two categories or levels. Example includes: yes/no, 
disease/non-disease etc. The third category of 
outcome is multi-level outcome, which have more than 
two categories or levels. Example includes: health 
condition (poor, good, excellent), severity of diseases 
(early, mild, moderate, severe), blood groups (A, B, AB, 
O) etc. For binary and multi-level outcomes, 
researcher’s interest lies on proportion, percentage or 
rates of outcome.  

Step 3. Obtain Historical Values or Estimates of other 
Parameters Needed to Compute the Power Function of 
the Test 

Studies with continuous outcome, require 
information about the parameter standard deviation to 

calculate sample size. Standard deviation, denoted by 
sigma σ, is a measure that is used to quantify the 
amount of variation or dispersion of a data. It provides 
a measure of how spread out the numbers in the data. 
In determining the sample size, an investigator needs 
to anticipate the variation in the measures that are 
being studied. The sample size needed to detect the 
minimum difference increases as the variability 
(standard deviation) increases [3]. If the study 
population is homogeneous then standard deviation is 
small and require a smaller sample size. On the other 
hand, if the study population is heterogeneous, the 
standard deviation is large and require a larger sample 
size. The population standard deviation of the variable 
of interest is often unknown. Lacking an exact value for 
the standard deviation can be mitigated by using an 
estimated value, determined on the basis of previous 
data collected from a similar study population. If no 
prior information is available, standard deviation can be 
estimated on the basis of a pilot study, subjective 
experience or a range of possible values can be 
assumed [3]. An estimate of standard deviation is not 
required when proportions are being compared (in 
contrast to a mean), because the standard deviation is 
mathematically derived from the proportion [3].  

Step 4. Specify the Smallest Effect Size or Minimum 
Expected Difference that is of Scientific Interest 

Minimum expected difference (also known as effect 
size) is clinically significant difference one wishes to 
detect in a study [3]. Investigators needs to decide the 
smallest difference between the comparison groups, 
which is clinically significant or important enough to 
have practical implications. Generally, the bigger the 
sample size, the greater the chance that the 
investigator will detect such a difference. Thus, if the 
clinically significant difference is considered smaller, a 
larger sample is required to detect it. Investigators 
often face difficulty in deciding how big a difference 
between the comparison groups would be regarded as 
clinically important. It is often based on a clinical 
judgment and experience with the problem being 
investigated. 

Step 5. Specify the Level of Significance of the Test 

The level of significance, usually denoted by alpha 
α, is the probability of rejecting the null hypothesis 

 
Figure 2: A hypothetical example of area under the curve for one tail and two tail test 
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given that it is true (type I error). This is also called the 
error rate that investigators are willing to accept [10]. 
Alpha is a threshold value used to judge whether a test 
statistic is statistically significant. It is chosen by the 
researcher. In practice, 0.01, 0.05, and 0.1 are the 
most commonly used values for alpha, representing a 
1%, 5%, and 10% chance of a type I error occurring. 
An alpha of 0.05 means that the investigator wishes the 
chance of mistakenly designating a difference 
“significant” (when in fact there is no difference) to be 
no more than 5%. In other words, we are ready to 
accept that the probability that the result is observed 
due to chance (and not due to intervention) is 5%. To 
put it in different words, we are willing to accept the 
detection of a difference 5 out of 100 times when 
actually no difference exists. It is recommended to 
specify alpha before analyzing data. Specifying alpha 
after performing an analysis opens one up to the 
temptation to tailor significance levels to fit the results. 
As the level of significance decreased sample size 
needed to detect the minimum expected difference 
increases. 

Step 6. Decide on the Necessary Level of Power 

The power of a study is its ability to detect a 
difference or effect, if it in reality exists. In other words, 
this is the probability of correctly identifying a difference 
between the two comparison groups in the study 
sample when one genuinely exists in the population 
from which the samples were drawn [11]. Power also 
refers to the likelihood of avoiding a false negative 
(positive instances that were erroneously reported as 
negative) [12]. The investigator needs to set the 
desired power level. A commonly used power in clinical 
studies is 80%, which means the study has a 80% 
chance of ending up with a p value of less than 5% in a 
statistical test (e.g. a statistically significant treatment 
effect) if there really was an important difference (e.g. 
10% versus 5% mortality) between treatments. 

Sometimes a study may not show a significant 
difference between groups being studied. The main 
reasons for this could be: either there was really no 
significant difference (hence a true negative result) or 
there was a difference but the study failed to detect it 
(false negative result) [13]. The latter may arise 
because the study was poorly designed (e.g. used 
imprecise measurements) or because the study was 
lacked power. If the statistical power of a study is low, 
the study results will be questionable (the study might 
have been too small to detect any differences). 
Statistical power depends on the magnitude of the true 
difference between the study groups (a smaller 
difference requires more power), the level of 
significance (the lower the significance level, the lower 
the power), and the sample size (the larger the sample 
size, the higher the power) [14]. 

Table 1 gives an idea how different factors such as 
power, level of significance, minimum expected 
difference, standard deviation and test direction affect 
sample size calculation. 

Formulae for Sample Size Calculation under 
Different Scenarios 

The basic formula for sample size calculation is, 

! =
!!!!!

  !  !!!!
!
!!!

!!
 

where !!!!!
 is the critical value of the Normal 

distribution at 1 − !
!
 (e.g. for a confidence level of 95%, 

α is 0.05 and the critical value is 1.96), !!!! is the 
critical value of the Normal distribution at 1 − ! (e.g. 
for a power of 80%, β is 0.2 and the critical value is 
0.84), !!  is the population variance, and !  is the 
different you would like to detect.  

Formulae for sample size calculation varies 
depending on the type of research designs, type of 

Table 1: Impact of Different Factors in Sample Size Calculation 

Factors that affect sample size calculations 

Factor Magnitude Required sample size 

Power Low Small 

High Large 

Level of significance Small Large 

Large Small 

Minimum expected difference Small Large 

Large Small 

Standard deviation Small Small 

Large Large 

Test direction One sided Small 

Two sided Large 
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outcome measures and other factors as discussed 
above. Most of the formula contains some common 
symbols which are provided in Table 2. 

Sample Size Calculation in Testing the Equality of the 
Mean of a Single Population or Equality of Means 
between Two Populations 

Table 3 presents the formulae for sample size 
calculation in testing the equality of the mean of a 
single population or equality of means between two 
populations, when the primary outcome of interest is a 
continuous random variable (for which the mean and 
standard deviation are expression of results or 
estimates of population characteristics). 

Where, 

µμ! − µμ!  = the difference between the null and 
alternative hypothesis (minimum expected difference). 

µμ! − µμ!  = mean difference between the two groups 
(minimum expected difference). 

! = !!!! !!!! !!!! !!!

!!!!!!!
 = the pooled standard 

deviation (if unknown, an estimate from previous study 

or pilot study is used). The meaning of other symbols in 
the equations are provided in Table 2. 

Example of Sample Size Calculation in Testing the 
Equality of Means between Two Populations 

A randomized controlled trial has been planned to 
evaluate a brief psychological intervention in 
comparison to usual treatment in the reduction of 
suicidal ideation amongst patients presenting at 
hospital with deliberate self-poisoning. Suicidal ideation 
will be measured on the Beck scale; the standard 
deviation of the suicidal ideation on the Beck scale in a 
previous study was 7.7 points, and a difference of 5 
points in Beck scale between the intervention group 
and usual treatment group is considered to be of 
clinical importance [15]. Investigators wants to 
determine the required sample size for this study 
considering a two sided test with the level of 
significance (α) = 5% and power (1-β) = 80%. To 
illustrate sample size calculation, we proceed as 
follows: Here, standard deviation (σ) = 7.7, the 
expression (!!!!!

+ !!!!)! = (!!.!"# + !!.!")!  = 

(1.96 + 0.84)! = 7.84  and (µμ! − µμ!)! = 5! = 25 . 
Substituting these values in the sample size calculation 
formula, 

Table 2: Meaning of Common Symbols Used in Equations for Sample Size Calculation 

Symbol Meaning 

α The level of significance. 5% or 0.05 is the most commonly used value for α  

1-β The power of the study. 80% or 0.80 is the most commonly used value for 1-β  

!!!! The critical value of standard normal distribution for the specified level of significance (α) for one sided test 

!!!!!
 The critical value of standard normal distribution for the specified level of significance (α) for two sided test 

!!!! The critical value of standard normal distribution for the specified level of power 1-β 

Table 3: Sample Size Formula to Test Equality of the Mean of a Single Population and Means between Two 
Populations 

 Hypothesis Sample size formula 

Test of a single population mean with respect to a pre-specified mean 

One-tailed test !!:  µμ = µμ!   
!" 

  !!:  µμ > µμ!  !"  µμ < µμ! 

! =
(!!!! + !!!!)!!!

(µμ! − µμ!)!
 

Two-tailed test !!: µμ = µμ!   
  !"   

  !!:  µμ ≠ µμ! 

! =
(!!!!!

+ !!!!)!!!

(µμ! − µμ!)!
 

Test to comparing two population means 

One-tailed test !!:  µμ! = µμ!   
  !"   

  !!:  µμ! > µμ!  !"  µμ! < µμ! 

! =
!!!! + !!!!

!
2!!

µμ! − µμ! !    

(!"#  !"#$%) 

Two-tailed test !!:  µμ! = µμ!   
  !"   

  !!:  µμ! ≠ µμ!   
! =

!!!!!
+ !!!!

!
2!!

µμ! − µμ! !    

  (!"#  !"#$%) 
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! =
(!!!!!

+ !!!!)!2!!

(µμ! − µμ!)!
=
7.84×2×(7.7)!

25
= 37.186  

≈ 38  (!"#  !"#$%) 

The sample size we determined is always 
recommended to round-up to the next higher integer. 
Therefore, the total sample size for this study would 
be,  2  !"#$%&  ×  ! = 2×38 = 76 patients. 

Assume the investigator wants to determine the 
sample size for the study with the level of significance 
(α) = 1% and power (1-β) = 90%. In this case, the 
expression (!!!!!

+ !!!!)! = (!!.!!" + !!.!")!  = 

(2.58 + 1.28)! = 14.89 , and the revised required 
sample size is: 

! =
(!!!!!

+ !!!!)!2!!

(µμ! − µμ!)!
=
14.89×2×(7.7)!

25
= 70.626

≈ 71  (!"#  !"#$%) 

With the revised characteristics, the total sample 
required for the study would be:   2  !"#$%&  ×  ! =
2×71 = 142 patients. 

Sample size calculation in testing the equality of the 
proportion of a single population or equality of 
proportions between two populations 

As noted above, the proportion or percentage of an 
event may be the outcome of interest. The sample size 
can be estimated using the formulas presented in 
Table 4. 

Where,  

π = proportion or percentage of subjects who have the 
characteristic (under null hypothesis, this is assumed to 
be  !!). 

! − !!  = the difference in proportion between the null 
and alternative hypothesis (minimum expected 
difference).  

!! − !!  = the difference in proportion between the two 
groups (minimum expected difference). The meaning 
of other symbols in the equations are provided in Table 
2. 

Example of Sample Size Calculation in Testing the 
Equality of Proportions between Two Populations 

A placebo-controlled randomized trial proposes to 
assess the effectiveness of colony stimulating factors 
(CESS) in reducing sepsis in premature babies [16]. A 
previous study has shown the underlying rate of sepsis 
to be about 50% in such infants around 2 weeks after 
birth, and a reduction of this rate to 34% would be of 
clinical importance. With the level of significance (α) = 
5% and power (1-β) = 80%, the required sample size 
considering two-sided test for this study can be 
estimated as follows: Here,   !! = 0.50 and !! = 0.34 
Now the expression (!!!!!

+ !!!!)! =  (!!.!"# +

!!.!")! =  (1.96 + 0.84)! = 7.84  and !! 1 − !! +
!! 1 − !! = 0.50 1 − 0.50 + 0.34 1 − 0.34 = 0.4744. 
Also   !! − !! ! = 0.50 − 0.34 ! = 0.0256. Substituting 
these values in the sample size calculation formula, 

! =
!!!!!

+ !!!!
!
!! 1 − !! + !! 1 − !!
!! − !! !

=
7.84×0.4744
0.0256

 

= 145.285 ≈ 146  (!"#  !"#$%) 
Therefore the total sample size for this study would 

be: 2  !"#$%&  ×  ! = 2×146 = 292 babies. 

 

Table 4: Sample Size Formula to Test Equality of the Proportion of a Single Population and Proportions between Two 
Populations 

 Hypothesis Sample size formula 

Test of a single population proportion with respect to a pre-specified proportion 

One-tailed test !!:  ! = !!   
!"   

!!:  ! > !!  !"  ! < !! 

! =
!!!! + !!!!

!
! 1 − !

! − !! !    

Two-tailed test !!:  ! = !!   
!" 

  !!:  ! ≠ !! 
! =

!!!!!
+ !!!!

!
! 1 − !

! − !! !    

Test to comparing two population proportions 

One-tailed test !!:  !! = !!   
!"   

!!:  !! > !!  !"  !! < !! 

! =
!!!! + !!!!

!
[!! 1 − !! + !! 1 − !! ]
!! − !! !    

  (!"#  !"#$%) 

Two-tailed test !!:  !! = !!   
!"   

  !!:  !! ≠ !!   
! =

!!!!!
+ !!!!

!
[!! 1 − !! + !! 1 − !! ]

!! − !! !    

(!"#  !"#$%) 
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Sample Size Calculation in Testing the Equality of the 
Correlation Coefficient of a Single Population or 
Equality of Correlation Coefficients between Two 
Populations 

Correlation is a statistical measure that can show 
whether and how strongly pairs of variables are related. 
The correlation coefficient measures the strength and 
the direction of relationship between two variables. The 
most common correlation coefficient, called the 
Pearson product-moment correlation coefficient, 
measures the strength of the linear association 
between variables. The sample size needed for 
correlation study can be obtained using the formulas 
presented in Table 5. 

Where, 

! =  the correlation coefficient. 

!! =  the correlation coefficient in group 1. 

!! =  the correlation coefficient in group 2. 

and “ln” stands for natural logarithm. The meaning of 
other symbols in the equations are provided in Table 2. 

Example of Sample Size Calculation in Testing the 
Equality of the Correlation Coefficient of a Single 
Population 

Suppose, based on the literature, it is assumed that, 
the correlation between salt intake and systolic blood 
pressure is 0.30 i.e.  ! = 0.3.  A study is conducted to 
attests this correlation in a population, with the level of 
significance (α) = 1% and power = 90%. The sample 
size for such a study can be estimated as follows: 
Here,   ! = 0.3 . Now the expression (!!!!!

+ !!!!)! = 

(!!.!!" + !!.!")! =  (2.58 + 1.28)! = 14.89  and 
[ln  (!!!

!!!
)]! = [ln  (!!!.!

!!!.!
)]! = 0.383 . Substituting these 

values in the sample size calculation formula, 

  ! = 3 +
!(!!!!!

!!!!!)!

[!"  (!!!!!!)]
! = 3 + !×!".!"

!.!"!
= 158.51 ≈ 159  

person. 

Sample Size Calculations for Odds Ratio 

The Odds Ratio is a measure of association 
between an exposure and an outcome; which 
represents the odds that an outcome (e.g. disease or 
disorder) will occur given a particular exposure (e.g. 
health characteristic, aspect of medical history), 
compared to the odds of the outcome occurring in the 
absence of that exposure. The odds ratio is used to 
assess the risk of a particular outcome (or disease) if a 
certain factor (or exposure) is present. The odds ratio is 
a relative measure of risk, tells how much more likely it 
is that someone who is exposed to the factor under 
study will develop the outcome as compared to 
someone who is not exposed. 

If the probability of the event (observing an outcome 
of interest) in the treatment group is !!  and the 
probability of the event in the control group is !!, then 
the odds ratio is: 

!" =
!!/(1 − !!)
!!/(1 − !!)

=
!!/(1 − !!)
!!/(1 − !!)

 

Let !!    and !!  are the numbers of 
individuals/patients in the treatment group and in the 
control group, respectively. Then under the assumption, 
!!
!!
= !, the sample size can be estimated using the 

formulas presented in Table 6. 

If ! = 1, then, ! = !! = !!. 

Example of Sample Size Calculation in Testing the 
Equality of the Odds Ratio 

Suppose in a clinical trial, the relative risk between 
a new therapy (treatment) and a standard therapy 
(control) for prevention of relapse in patients with 
schizophrenia and schizoaffective disorders are being 

Table 5: Sample Size Formula to Test Equality of the Correlation Coefficient of a Single Population and Correlation 
Coefficients between Two Populations 

 Hypothesis Sample size formula 

Test of a single population correlation coefficient with respect to a pre-specified value 
One-tailed test !!:  ! = 0   

!" 
  !!:  ! > 0  !"  ! < 0 

! = 3 +
4 !!!! + !!!!

!

[ln  (1 + !1 − !)]
!
) 

Two-tailed test !!:  ! = 0   
!" 

  !!:  ! ≠ 0 

! = 3 +
4(!!!!!

+ !!!!)!

[ln  (1 + !1 − !)]
!
   

Test to comparing two population correlation coefficients 
One-tailed test !!:  !! − !! = 0   

!" 
  !!:  !! − !! > 0  !"  !! − !!   < 0 

! = 3 +
4 !!!! + !!!!

!

[ln 1 + !!
1 − !!

− ln 1 + !!
1 − !!

]!
 

Two-tailed test !!:  !! − !! = 0   
!"   

!!: !! − !!   ≠ 0 

! = 3 +
4(!!!!!

+ !!!!)!

[ln 1 + !!
1 − !!

− ln 1 + !!
1 − !!

]!
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studied. Based on the results from a previous study 
with 365 patients (i.e., 177 patients received the new 
therapy and 188 received the standard therapy), about 
25% (45/177) and 40% (75/188) of patients receiving 
the new therapy and the standard therapy experienced 
relapse after the treatment, respectively. The 
investigator is interested in studying the odds ratio of 
the new therapy as compared to the standard therapy 
for prevention of experiencing the first relapse [17]. 
Assuming the relapse rates in the treatment group and 
the control group are 25% and 40%, respectively, 

!" =
0.40(1 − 0.25)
0.25(1 − 0.40)

= 2 

The sample size, ! = !! = !!  (assuming ! = 1) 
needed per group to achieve 80% power at 5% 
(! = 0.05) is given by  

  ! = !!.!"#!!!.!" !

!"# ! !    !
!.!" !!!.!"

+ !
!.!" !!!.!"

=
!.!"
!.!"!

4.17 + 5.33 = 156.4 ≈ 157 patients (per group). 

Precision-Based Approach of Sample Size 
Calculation 

Precision-based approach of sample size 
calculation is considered in descriptive studies (also 
known as estimation studies) where concern is with the 
estimation of one or more characteristics of the 
populations called parameter(s) (e.g. the prevalence of 
disease in the population). The sample size calculation 
is required in such studies to ensure that estimates of 
the parameters are obtained with required 
precision/accuracy or level of confidence. Sample size 
determination for descriptive studies is based on 
confidence intervals or in other words margin of error; 
that is, the level of precision required in providing 
estimates of the rates, proportions and means. 

When our interest is in a population mean (i.e. the 
primary outcome variable is measurement/continuous), 
the formula for the required sample size (!)  is:  

! =
4!!!!  !!

  !!

!!  

 

where, σ is the standard deviation of the variable, ! is 
the width of the confidence interval (equal to twice the 
margin of error), and !!!!!

 is the value from the 
standard normal distribution related to and 
representing the confidence level (equal to 1.96 for 
95% confidence). In terms of margin of error (half the 
width of the confidence interval, !), the formula can 
be rewritten as: 

! =
!!!!!  

  !

!

!

 

where, ! is the margin of error. 

When interest is in a population proportion (i.e. the 
primary outcome variable is categorical-specifically, 
binary), the formula for the required sample size (!) is:  

! =
4!!!!  !!

  !(1 − !)

!!  

where, !  is the expected proportion who have the 
characteristic of interest, !, and !!!!!

 is as defined 
earlier. An estimate for the expected proportion in the 
study population can be obtained from previous studies 
conducted in the same population or from a pilot study. 
In terms of margin of error, the formula can be rewritten 
as: 

! =
!!!!!  

  

!

!

!(1 − !) 

Sample Size Adjustments 

Loss-to-Follow-Up 

In sample survey design, some of the study 
subjects may refuse or may not be able to answer a 
particular question, whereas in studies involving 
long-term follow-up some individuals may dropout 
before the end of the study. These are known as 
attrition in epidemiologic research. It is part of the 
design stage when the investigator should think about 
and plan to mitigate possible attrition.  

Assume !  is the required number of subjects for a 
study, determined based on an appropriate sample 
size calculation formula, and a proportion of subjects, 

Table 6: Sample Size Formula for Odds Ratio 

 Hypothesis Sample Size Formula 

One-tailed test !!:  !" = 1   
!" 

  !!:  !" > 1  !"  !" < 1 

!! =
(!!!! + !!!!)!

[log  (OR)]!   (
1

!!!(1 − !!)
+

1
!!(1 − !!)

)   

Two-tailed test !!:  !" = 1   
!" 

  !!:  !" ≠ 1   

!! =
(!!!!!

+ !!!!)!

[log  (OR)]!   (
1

!!!(1 − !!)
+

1
!!(1 − !!)

)   
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denoted by !, is expected to an estimate of attrition. In 
this case, the investigator should increase the sample 
size to !!, where  

!! =
!

(1 − !)
 

The proportion !, may be unknown at the beginning 
of a study. An approximate estimates should be 
obtained using information from similar studies or 
based on researcher's educated guess.  

Unequal Group Size 

The sample size calculation formulas in the case of 
comparison of two groups discussed above assumes 
that the two comparison groups are of equal sized. 
Studies with equal numbers of subjects in each group 
has advantage that they tend to have greater power 
than would otherwise be the case [18, 19]. However, 
often in observational studies and in clinical trials 
unequal group size is desired due to some practical 
consideration and limitation. In such case the sample 
size need to be adjusted by a factor dependent on 
allocation ratio [20]. The required sample size in each 
group can be estimated in two steps: First, calculate 
the sample size ! (across both groups) assuming that 
the groups are equal sized (as described above) and 
then adjust the sample size n according to the actual 
ratio of the two groups (k). Let !! be the sample size 
in the first group and !! be the sample size in the 
second group, then, !! and !! are given by 

!! =
!
!
!(1 + !

!
) and !! =

!
!
!(1 + !) 

Where ! = !!
!!

 is the ratio of the two groups (the 
anticipated degree of imbalance in sample size for a 
study comparing two independent groups). 

DISCUSSION 

In this article, we have discussed sample size 
calculation procedures in some common situations 
likely to be encountered and how these procedures 
depends on different factors. Still there are many other 
sample size calculation procedures which depends on 
the type of research study such as, qualitative study, 
descriptive study, time to event study, incidence study, 
studies with multiple outcome and studies with more 
than two groups. The procedures of sample size 
calculations for these studies are more complex and 
may be referred to in standard statistical textbooks. 
Sample size calculation is very important and choosing 
the right formula is crucial in all types of research 
studies. Sample size determination is an important 
major step in the design of a research study [9] and 
best considered early in the planning of a study, when 
modification in the study design can still be made [3]. 

For both scientific and ethical reasons, sample size in 
clinical studies must be carefully planned if the results 
are to be credible [21]. Currently, there are many user 
friendly computer software’s and online sample size 
calculation tools are available which can assist 
researchers to determine appropriate sample size. 
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