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Abstract: In this article, the normal distribution model (NDM) is extended. A introduction to a new Extended Normal 
Distribution (ENDM) and its derivate models used in many applications is proposed. The author proposes the new model 
(ENDM) which generalizes the normal distribution models. This class of ENDM approximates an unknown risk-neutral 
density. The paper discusses different properties of the ENDM. In particular, the applicability of the new model with three 
parameters in a way to justify the representation of combination of normal distributions is presented. The potential of the 
proposed distribution for modelling and analyzing statistical data with reference to extensive sets of observations. 
Statistical properties of the proposed distribution have also been studied. The findings of this work will be useful to 
practitioners in applied fields of health care. 
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1. HISTORY AND DEFINITION 

Normal distribution also called Laplace-gauss 
distribution, is a probability distribution introduced in 
mathematical theory of probability by the famous 
correspondence between Fermat and Pascal in 1654. 
The studies on normal distribution is in continuation 
since about 350 years. The origin of normal distribution 
is credited to French mathematician Abraham de 
Moivre (1667-1754) in the year 1733, he used the 
distribution in gambling for determining probabilities [7]. 

Kruskal & Stigler used the term normal, apparently 
Charles S. Peirce (1873) used the term normal in a 
report of the US Coast Survey. Gauss was the first to 
propose the normal distribution law, then it was 
Laplace in 1774 who first proposed the problem of 
gathering observations which resulted to laplace 
distribution [13]. 

Adolphe Quetelet (1796-1874) described the 
concept of l'homme moyen using the normal 
distribution with the notion of the bell-shaped curve 
[22]. De Moivre studied the probability distribution of 
tossing the coins. He came up with a mathematical 
expression for finding a probability of 60 toss and 
frequent tails out of a hundred coin toss.  

In 1712, Gravesande tested the hypothesis that 
male and female births are equally against the actual 
births in London over the 82 years [10]. Soon after, in 
1777, Daniel Bernoulli continued with the contributions  
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of Legendre (1805), Gauss (1809), Laplace (1812), 
Bessel (1818, 1838), Bravais (1846), Airy (1861), and 
Airy (1861) [23].  

In the 1877, Galton used the term "deviated 
normally" for the first time in a distribution called the 
law of deviation. However, later he used term "normal" 
systematically" in Natural Inheritance of the book 
entitled normal variability. Afterwards, Galton used the 
term "normal curve" for the normal curve of 
distributions, but he did not explained the reason for 
terming it as normal [9]. 

Carl Friedrich Gauss applied the normal distribution 
in understanding measurement of errors in fields of 
geography and astronomy. The contributions of Galton 
(1875, 1889), Helmert (1876), Tchebyshev (1890), 
Edgeworth (1883, 1892, 1905), Pearson (1896), 
Markov (1899, 1900), Lyapunov (1901), Charlier(1905), 
and Fisher (1930, 1931) are of importance [1]. 

Laplace while deriving the central limit theorem, 
discovered the normal distribution. Adrain (1808) and 
Gauss (1809) developed a formula for normal 
distribution and proved that errors fit considerably with 
the distribution [11]. The term Laplace curve or normal 
curve helped in correcting the assumption that all the 
distribution of frequency is non normal [23]. A clear 
explanation is evident in the central limit theorem by 
Laplace [14]. 

The law of distribution started attracting researchers 
in west such as C. S. Peirce (1873), Sir Francis Galton 
(1879) and Wilhelm Lexis (1879) [23]. The work of Karl 
E. Pearson (1920) influenced many other researchers 
to work in the field of distribution theories [18]. The 
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normal distribution is also referred to as bell curve, and 
the quantity which is the sum of different and 
independent processes resulting in normal data. The 
bell shape curve is common in mostly in statistical 
reports, survey and quality control and analysis [2]. 

A detail discussion and introduction to normal 
distribution and development of the distribution is 
attributed to Pearson (1967), Patel and Read (1982), 
Johnson et al. (1994), Stigler (1999) and Wiper et al. 
(2005) [1]. Normal distribution is defined as value 
distribution or as a measure of population and 
represented by the area covered under a normal curve, 
thus this is the reason the y-axis is plotted as 
probability as a measure of population.  

2. MATHEMATICAL DESCRIPTION AND THEORY  

The normal distribution models is a family of 
continuous probability distributions which is widely 
used in statistics and different fields of sciences, having 
similar form of the graphical representation with same 
general shape. Assume that X is a random variable, 
the probability density function of a normal distribution 
model NGDM (1). The probability density function 
(pdf) distribution has a single parameter which is 
given by: 
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Where  ! ! 0  represent the shape parameter. On 
the domain x ! "#,+#( ) . Mathematician and 
Statisticians use the term "Gaussian distribution" for 
this distribution, in physics and other filed it is termed 
as "Normal distribution" . Because of the curved flaring 
shape, social scientists term the distribution as "bell 
curve".  

Feller (1968) uses the symbol ! x( )  for P x( )  in 

equation (1), but then switches to N x( )  in Feller 
(1971) [ 8]. For the simplicity, call this model by name 
normal distribution model with one parameter defined 
by equation (1) and symbolized by the formula 
NGDM(1). The simplest case of this distribution is 
known as the standard normal distribution. When 
! =1 , the distribution is a pdf given by: 
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It was Pearson who first wrote the distribution in 
terms of the variance ! 2  as in modern notation. In 

1915, fisher added the location parameter µ  to the 
formula for normal distribution. Other model of normal 
distribution of one parameter with pdf of distribution has 
a single location parameter ( µ ) form given by [19]: 
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The expression of the closed form of the model 
expressed in equation (1) has been expanded so that a 
new parameter has been added to become an identifier 
in terms of two parameters, and the (pdf) form given by 
[15]: 
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where  !" ! µ ! +"  is the represent the shift in the 
graph named location parameter and  ! ! 0  represents 
the shape parameter. This new form of normal 
distribution model with two parameters is symbolized 
by NGDM (2). 

The equation in equation (2) is generalized form of 
equation (1) with µ = 0 , mean = µ  and variance = ! 2 . 
The generalized Gaussian Normal Distribution (GND) 
is any of two families of parametric continuous 
probability distributions on the real number line. Both 
families includes a shape parameter to the normal 
distributions.  

This version of the generalized gaussian normal 
distribution has been widely used in modeling. When 
the concentration of data points around the mean and 
the behavior of the tail are of importance [5].  

The plot of the gaussian normal distribution model 
with two-parameters represent both the mean µ , and 
variance ! 2 . The graph of its pdf for various values of 
the parameters µ and !  showed in Figure 1a & b.  

There are different and many gaussian normal 
distributions depending on two parameters. The graph 
of data represent the population with mean µ  and the 
variance ! 2 . Rather than, computations on each new 
set of parameters for a variety of normal curves, it is 
quite easy to consider the reference as the "simplest 
case" of the normal curves, called the standard 
gaussian normal distribution.  

When the value of !  is small, pdf results in huge 
values. The plot of the gaussian normal distribution 
model its pdf and Cumulative Distribution Function 
(CDF) for various values of the parameters µ  and !  
showed in Figure 2a & b). 
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In recent years, both kurtosis and skewness were 
treated with more concern in representing the features 
of the distribution. This model introduces a new family 
of skew and symmetric distributions containing the 
normal family indexed by three parameters.  

3. NEW EXTENDED GAUSSIAN NORMAL 
DISTRIBUTION 

In the last few 60 years, new classes of distributions 
were proposed by extending the gaussian normal 
distribution model. The new model is named as new 
Extended Gaussian Normal Distribution (EGND). A 
review of some of these models includes in the 
exponential family distribution in general form. The pdf 
of general normal distribution model with three 
parameters. 

In the scope of clarifying some aspects of the 
extension of the formula of the proposed model we 

review the specific case, and clarify the development of 
the threshold parameter formula in the new model 
presented in terms of pdf as follows: 

fX (x,a,b, c) = exp ax2 + bx + c{ } = exp a x + b
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where  a ! 0  and we call this new form by name 
extended general normal distribution with three 
parameters and symbolized by the formula ENDM(3). 
The graph of this pdf repressed the parabola opens 
down with the vertex located at the point. 
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Equation (3) can be redrafted in order to be in terms 
of three parameters representing the mean, the 
variance and the threshold parameter according to the 
following new formula: 

 
Figure 1: (a & b): Graph of fX (x,µ,! )  for different values of µ  and ! . 

 

 
Figure 2: (a & b): Graph of fX (x,µ,! )  and FX (x,µ,! ) for µ  and ! are varied. 
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fX (x,!,µ,") = " exp #! x #µ( )2{ }          (4) 

where  ! ! 0 ,  !" ! µ ! +"  and 
 
! = exp "µ2{ } ! 0.  The 

parameters of the model expressed during the 
formulation of equations (3), (4) and the normalized 
equation for gaussian normal distribution with mean 
µ , and standard deviation !  can be linked in 
equation (2) in characteristic property (1). Can be fully 
specified via two parameters: µ  and ! .  

The distribution is denoted by   N (µ,! ) , It can be 
shown ! 2  is the variance of x (! 2 is the variance of x). 
There's no rule that says that it should always be 
better, particularly with something so subjective as 
image classification in Figure 3. 

 
Figure 3: Graph of fX (x,µ,! )  for various values of µ  and 
! . 

4. PROPERTIES OF GAUSSIAN NORMAL 
DISTRIBUTION MODEL 

The following properties shows the important results 
of the normal distribution. 

Property (1): Every gaussian normal distribution is 
the exponential of a quadratic function. 

Proof: The result follows by illustrated of basic 
transformation technique methods. Let the function 
fX (x) = exp ax2 + bx + c{ }  where  a ! 0  and 

c = b2

4a
+
ln !a / "( )

2
. In this form, the mean value is 

µ =
!b
2a

 and the standard deviation is ! = "1 / 2a( ) . 

Property (2): Let X be Random variable with 
gaussian normal distribution of two parameters NDM 
(2). Then 

1. The area under the curve and over the x-axis is 
unity. 

2. It is symmetric to the mean µ  which is at the 
same time mode = median = mean of the 
distribution. 

3. Its density function has two inflection points is 
zero and changes sign), located one root of 
variation away from the mean, namely at 
x = µ !"  and x = µ +! .  

4. It is density function unimodal its first derivative 
is negative for  x ! µ , zero only at x = µ  and is 
positive for  x ! µ . 

Proof: See the proof of this property represented in 
reference [17], it is simple and straightforward. 

Property (3): Let x be random variable with 
gaussian normal distribution of two parameters NDM 
(2).i.e X ~ N µ,! 2( ) . Then the standard normal 

Z = X !µ
"

~ N 0,1( )   

Proof: By definition of the gaussian normal 
distribution. The proof of this property is simple and 
straightforward. 

Property (4): If X1, X2 , X3, ..., Xn  are independent 
random variables that are normal distributed with of 
two parameters NDM (2). Then 

1. The total sum of their squares has the chi-square 
distribution with n  degrees of freedom 
X 2

1 + X
2
2 + X

2
3 + ....X

2
n ~ !n

2 . 

2. If X1, ..., Xn  are independent and 

identically distributed N µ,! 2( )  where µ is 

unknown, then (n !1)S
2

" 2 ~ #n!1
2 .  

Proof: By definition of the gaussian normal 
distribution. The proof of this result is simple and 
straightforward. 

Property (5): Let X  be Random variable with 
gaussian normal distribution of two parameters ENDM 
(2). Then  

1. E X( ) = µ  

2. V X( ) =!  

3. Skewness X( ) = Kurtosis X( ) = 0  
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Proof: By definition of the normal distribution. 
Similarly, its proof is simple and straightforward. 

Property (6): If X  has a gaussian normal 
distribution NDM(2) with mean µ  and variance ! 2  
then we can analytically evaluate various expectations 
such as 

E X 2( ) = µ2 +! 2  

or 

E exp X( )!" #$ = exp µ +
% 2
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Proof: By definition of the gaussian normal 
distribution. Again, the proof of this result is simple and 
straightforward. 

Property (7): If X1, ..., Xn  are independent and 

identically distributed N µ,! 2( )  where µ is unknown, 

then (n !1)S
2

" 2 ~ #n!1
2 .  

Property (8): For an independent random X1, ..., Xn  
from a gaussian normal distribution NDM(2) with mean 
µ  and variance ! 2 , the distribution of X  has these 
properties: 

1. E[X] = µ  

2. Var[X] = !
2

n
 and SD[X]  is therefore !

n
. 
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2. Because we suppose that the random variables 
are independent, we can also write: 
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4. A linear combination of random variables which 
are normally distributed also has a gaussian 
normal distribution. The variance and mean are 
as given above. 

5. MIXTURES OF GAUSSIAN NORMAL 
DISTRIBUTIONS  

This type of mixture is defined as a variance-mean 
mixture which is normally distributed. Some extensions 
of this mixtures have stochastic volatility types and they 
are constructed via an approach of observation to state 
space modelling.  

Interestingly, NDM (2) distribution is a versatile 
distribution in its own right and has been utilized in 
fatigue crack growth and reliability, and health care 
[20]. 

We study the mixture model composed of different 
sub models filtering problem for a partially stochastic 
process case which are observable in different type of 
models. The solution of this situation is based on a 
nonlinear stochastic models with difference equations, 
which provides a stochastic metallization for 
parameters of these models with normally distributed 
observation. 

The limited health-based literature reveals several 
methods, which have been utilized to compute the time 
of best practice in health care. Early literature used 
stylized decision problems and simplifying 
assumptions, such as this model with gaussian normal 
distribution net benefit, to calculate overall time of best 
practice analytically via standard statistical tables, but 
gave no analytic calculation method for partial time of 
best practice [20]. 

Extended model with gaussian normal distribution 
modified with three parameters ENDM (3) is a right 
skewed distribution and it plays a crucial role in 
reliability analysis. Due to its edibility and several other 
interesting properties, it has been a popular alternative 
to the recent modifications of convergence all families 
distributions [3]. 

Suppose Xi ~ ENDM !i ,µi ,"i( )  and it has the pdf as  

fXi (x,!i ,µi ,"i ) = "i exp #!i x #µi( )2{ }  

Then consider the new random variable X = piXi
i=1

n

!  

such that 

fX (x,!,µ,") = pi
i=1

n

# fXi (x,!i ,µi ,"i ) = pi
i=1

n

# "i exp $!i x $µi( )2{ }   
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where  0 ! pi !1, i =1,…,n  for pi =1
i=1

n

!  and (µi , !i ," i )  

represent the parameters of mixture model ENDM(3) of 
the ith  component [4]. For n = 2  suppose 
X = pX1 + (1! p)X2  is a mixture of X1  and X2 , the pdf of 
X  is  

fX (x,!,µ,") = p"1 exp #!1 x #µ1( )2{ }+ 1# p( )"2

exp #!2 x #µ2( )2{ }
 

Technically, the uncertainty in the net benefit 
function must be a normally distributed function for the 
so-called unit normal loss integral formula to be valid.  

There are sets of original data that can be 
adequately described by a phenomena which are 
normally distributed. Reexamining sources of original 
data, we could not find any samples fitting the normal 
distribution that did not fit the log or multiplicative of 
models which are normally distributed equally well, or 
better of course, transformed data and other quantities 
derived from sources of the data often show a normally 
distributed. 

Because of its edibility and several other interesting 
properties. Due to these properties, considerable 
results have been concluded by aspects of this new 
mixture of type of distributions. Earlier work on index 
focused upon relatively simple proposed data collection 
data on every uncertain model parameter in one single 
data collection with a single specified the case of 
sample data size and was valid in relatively small 
number contexts. The data used in this study were 
obtained from the literature.  

The assumption that the normal mixture model 
should be more accurate than n-means is not 
necessarily true. There's no rule that says that it should 
always be better, particularly with something so 
subjective as image classification in Figure 4. 

 
Figure 4: Graph of approximation of the mixture density. 

Notice the distribution so that it looked good; it's 
longer a true probability density function. In this case, 
the scaling is actually the max value of the probability 
density function and then measure the weight by the 
mixture proportion. As to the speckle position.  

However, while problems linked with mixture model 
distributions relate to deriving the results of different 
properties of the overall population from those of the 
sub-populations. I just used the data cursor, given only 
observations on the pooled population, without sub-
population identity information. 

The combined two gaussian normal distributions 
with the same mean, but the resulting distribution is not 
normal, as can be seen by comparison to the 
superimposed normally curve. 

The age distribution for children known to the with 
data in Table 1 looks normally distributed with an 
average age of 10.509 years compared to 8.2 years for 
children where the age profile does not have a 
gaussian normal distribution. The frequency distribution 
chart (See Figure 4) shows that there are more children 
known to the local authority within almost all of this 
range of ages apart from in children aged 0, 1 and 2. 
The mean age for all children in this study is 10.2 
years. The prevalence of (0-5) year olds is 2.2%, which 
increases to 5.8% of (5-10) year olds and 6.8% of (15-
20) year olds. Confidence intervals suggest that there 
the prevalence of (0-5) year olds is significantly lower 
than the prevalence in children and (5-10) and (10-15). 

6. APPLICATIONS AND CONCLUSIONS 

The hospital is a statistically significant predictor of 
the costs and for this the cost function is useful for 
estimating the cost of specific type of patient with 
different characteristics and treatment conditions. In 
domain of statistics the sensitivity of analysis of the 
studied references showed many special and basic 
applications of some models derived from the general 
model of the extended normal distribution. 

The variance is a measure of the variability of 
values around the mean and is meant to be used with 
values that have normal distribution with follow a 
normal curve. 

Given that most cost-effectiveness models of 
interventions and most proposed research studies 
focus on more complex situations than this, a 
generalized method for calculating partial index is 
required. A method applies (using unit normal loss 
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integral formula to calculate for sample size n), if the 
net benefit function is normally distributed, and if the 
proposed sample exercise measures all the 
parameters of the model. 

The modelling of the results data in hospital has 
strong affinities with the represent model of data cost, 
as both have normally models with not free health care 
costs. The statistical assumptions and represented 
models were examined for the normally distributed, 
influential observations, multicollinearity, 
homoscedasticity and outliers [6]. 

The patients under the civil servant medical benefit 
scheme incur a higher cost than those under the 
universal health coverage scheme. This might be an 
effect of the health financing methods. Stepwise normal 
distribution analysis with two parameters [6] was 
employed to analyze the correlation between the cost 
(dependent variable) and potential predictor variables 
(independent variables). 

Mixtures of gaussian normal distributions models, 
independent variables with a probability value of Fisher 
statistics < 0.05 on the analysis were entered, and 
those with > 0.10 were removed.  

The result of statistic assumptions and models were 
studied for the following results: the gaussian normal 
distribution, influential observations, homoscedasticity 
and outliers. In the forward stepwise regression model, 
independent variables with a probability value of F 
statistics < 0.05 on the analysis were entered, and 
those with > 0.10 were removed.  

The statistical assumptions and models were 
examined for the following: normal distribution, 
homoscedasticity, multicollinearity, influential 
observations, and outliers [6]. To analyze robustness of 
the results due to sample data, univariate sensitivity 
analysis was employed [16]. The costs as outcome 
data represented by variables were transformed into a 
natural logarithm variable form to meet the assumption 

of gaussian normal distribution represented the case 
study [12]. Variation of the types of chelation and blood 
drugs was included in the results. Simulated scenarios 
were the nucleic acid tested of the type of the blood 
use instead of the filtered types of blood, and the oral 
form of iron chelation medicine use instead of the 
injection form. 
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