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INTRODUCTION 

We consider the following model 

Y = f (X1, X2 ,…Xk ) +  

i.e., the outcome Y (dependent variable) depends in 

some unknown way f from the input X1, X2, ..., Xk 

(independent or explanatory variables also called 

features) where the observation of Y is additionally 

disturbed by some random error . The goal is to 

predict Y given X1, X2, ..., Xk; that is, given some 

(training) dataset we try to find a good approximation 

(estimate) for the unknown function f. This is also 

called supervised statistical learning or machine 

learning where in machine learning one typically does 

not explicitly consider random errors. If Y is a 

quantitative measurement this is called regression. In 

case Y is a qualitative output (categorical or discrete 

variable) where the values of Y correspond to certain 

categories or classes, it is called classification; for more 

details and examples see [1]. The main goal in 

statistical classification is to classify subjects with the 

highest possible accuracy where accuracy is measured 

in terms of so-called performance measures; see [2] for 

an overview of important performance measures for 

binary classification. 

In the case of high dimensional data, i.e. with a 

large number of explanatory variables, most 

classification algorithms cannot be directly applied. The 

main reason is the curse of dimensionality: with 

increasing dimensions the volume of the search space 

increases very fast and the data becomes sparse. As a 

consequence the distances among the observations 

assimilate and the classification algorithm is not able to 
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establish boundaries between the classes. This effect 

is further intensified by noisy and uninformative 

features. A noisy feature is a variable that is not related 

to Y. In case of high-dimensional data the number of 

noisy variables is often orders of magnitude greater 

than the number of informative variables. Furthermore, 

given k features the set of all subsets (power set) is of 

order 2
k
, hence already for a moderate number k it 

becomes practically impossible to compute the 

classifier for all possible combinations of features. A 

solution to these problems is to apply the learning 

algorithm only to appropriately chosen subsets of the 

explanatory variables. Such a feature selection often 

improves the classification accuracy and reduces the 

risk of over-fitting [3, 4]. When there are a large number 

of explanatory variables, maybe even orders of 

magnitude more features than observations, there is a 

good chance to find some complex model that 

achieves a high accuracy for the training data. 

However, such a complex model is often very specific 

for the training data but its accuracy for new external 

data is poor. This is called over-fitting or lack of 

generalisability.  

FEATURE SELECTION METHODS 

Feature selection methods try to find the subset of 

features with the highest predictive power. In case of 

high-dimensional data, e.g. microarray data, one often 

uses non-specific or independent filtering, using criteria 

such as overall variance, as a first step in order to 

remove noisy and uninformative features. A non-

specific or independent filtering is independent of the 

observed classes (categories) and can increase the 

power of subsequent analyses [5]. 

The (specific) filtering strategies are usually divided 

into filters, wrappers, and embedded methods; see [3] 

for a comprehensive overview. Filters consist of 

procedures that operate independently of the actual 
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learning algorithm by using general characteristics of 

the data to judge the predictive power of the features. 

They can further be divided into rankers and feature 

subset evaluation methods. Rankers generate a ranked 

list of the features by evaluating each feature 

independently using; e.g., statistical tests, fold 

changes, single variable classifiers, or information 

theoretic criteria. These techniques are simple and 

computationally very efficient. Their main disadvantage 

is that they neglect potential interactions and 

correlations between explanatory variables making it 

very likely that they fail in situations where it is not 

individual features but only certain combinations of 

them are informative. One way out is through the use 

of subset evaluation methods which judge the 

usefulness of subsets of the features using for example 

correlation based metrics or information theoretic 

methods such as Markov blanket algorithms [6]. As 

there are 2
k
 subsets an exhaustive search of the 

feature space with increasing number of features 

quickly becomes computationally intractable and only 

efficient search strategies can be applied in the case of 

high-dimensional data; examples are a forward 

selection, backward elimination, branch-and-bound, 

simulated annealing, or genetic algorithm.  

The wrapper feature selection methods use the 

actual learning algorithm to measure the predictive 

power of feature subsets. They combine an efficient 

iterative search algorithm on feature subsets with 

performance measures for classification where the 

assessment of the performance is based on a 

validation set or by using re-sampling methods such as 

cross-validation or bootstrap. The combination of 

several algorithms makes wrappers the most time-

consuming of all feature selection strategies [3]. 

In the case of embedded methods such as decision 

trees feature selection is fully incorporated into the 

learning algorithm yielding computationally more 

efficient procedures than wrappers. In addition, the 

available data is used in a better way as there is no 

need to split the training data into a training and 

validation set [3]. 

The three feature selection strategies are quite 

different and each method has its own strengths and 

weaknesses. The choice of the feature selection 

method is problem dependent; see [3] for a check list. 

Filters are expected to perform well for small training 

datasets where they yield stable models. For larger 

sample sizes, wrappers and embedded methods, 

which in principle incorporate interactions and 

correlations between features, often lead to better 

predictive models [7, 8]. 
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